Guidelines for Designing
New Data Architectures

Rick F. van der Lans
Industry analyst

Email rick@r20.nl

Twitter @rick_vanderlans
www.r20.nl

CONSULTANCY

Copyright © 2025 R20/Consultancy B.V., The Netherlands. All rights

reserved. No part of this material may be reproduced, stored in a
retrieval system, or transmitted in any form or by any means, e Ve I I S
electronic, mechanical, photographic, or otherwise, without the explicit

written permission of the copyright owners.




Rick F. van der Lans

Rick F. van der Lans is a highly-respected independent analyst, consultant, author, and internationally
acclaimed lecturer specializing in data warehousing, business intelligence, big data, and database technology.
He is managing director of R20/Consultancy BV.

He has presented countless seminars, webinars, and keynotes at industry-leading conferences. Rick helps
clients worldwide to design their data warehouse, big data, and business intelligence architectures and
solutions and assists them with selecting the right products. He has been influential in introducing the new
logical data warehouse architecture worldwide which helps organizations to develop more agile business
intelligence systems.

He is the author of several books on computing, including his new Data Virtualization: Selected Writings and
Data Virtualization for Business Intelligence Systems. Some of these books are available in different languages.
Books such as the popular Introduction to SQL is available in English, Dutch, Italian, Chinese, and German and
is sold world wide. He also authored numerous whitepapers for vendors.

In 2018 he was selected the sixth most influential Bl analyst worldwide by onalytica.com.

You can get in touch with Rick van der Lans via:

Email: rick@r20.nl
Website: www.r20.nl
LinkedIn: http://www.linkedin.com/pub/rick-van-der-lans/9/207/223

Copyright © 2025 R20/Consultancy B.V., The Netherlands @ 2




Agenda and Subjects

Introduction: Why a New Data Architecture?
Introduction to Data Architectures
Steps 1-3: Setting the Stage

W NR

Step 4: Analyze New Technologies for Data Storage,
Processing, and Analytics

Step 5: Architectural Design Principles

Step 6: Reference Data Architectures

Step 7-8: Desighing New Data Architectures
Steps 9-10: Final Steps

© 0 N o W

Closing Remarks

Copyright © 2025 R20/Consultancy B.V., The Netherlands @ 3




itecture?

o

Part 1
Why a New Data Arch

on

Introduct




Most Popular  Media Monitoring - Social Media - Agencies Trends Digital Marketing -

Unlocking success in digital

transformations

4 Steps to Help You Become a Data
Driven Companyin 2019

Data is a business asset beyond
Digital transformations are even more difficult than traditional imagination — here is why (and where)

change efforts to pull off. But the results from the most effectiv

transformations point to five factors for success. It has almost become embarrasing to say that datais a

business asset and should be treated as one (the same
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goes for information).

3 Ways Your Company Should Be Like
' s - The ‘data is an asset’ or a ‘data is a business asset’ message is GooglelI and 1 Way it Defil‘litely

m not new. It goes back over two decades. However, despite the I
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Data Disruption is Here

Pri nei p | es fO Ir'a Data ECO n Omy (W it h th e AL i ) inFuture horizons posted on January 11,2018 by Mike Parsons @ 3 minutes © 0 Comments

With the rise of an economy in which data is a tradeable asset globally, more certainty is needed with

regard to the legal rules that are applicable to the transactions in which data is an asset. Critical 7 Popular Posts

questions arise such as who has which right with regard to the data generated by connected devices? If software is eating the world, then data is swallowing it. The four highest i e e e

uture Horizons in Review - 5 Tec

They need to be answered urgently, as lack of clarity in this field potentially hinders innovation and valued companies in the US are tech heavyweights Apple, Google, Microsoft, Conversations That Ruled in 2018

growth and, more importantly, troubles consumers, data-driven industries, and start-ups. and Amazon. Facebook is close behind in 8th position. What to Expect from Immersive
Technologies in 2019

For an overview of past and upcoming meetings of this project, please click here. ﬁ Top 5 Publicly Traded Companies (oy Market Cap) () Tect @ otver A Short History of Artificial
Intelligence

ELI Members, who are interested in actively contributing to the development of this project are invited to 2006 3 Non-financial Blockchain
Applications Everyone Should
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Examples of ‘Doing More’ with Data

Quality Score

9.38

‘-0.1%
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Enabling self-service reporting, dashboards, and
for analytics to work with (near) real-time data

Combining internal with external data to enrich
analytical capabilities

Accelerating Al/machine learning initiatives to
discover new patterns or trends in the data

Simplifying deployment of IoT technology to
generate more data on the machines and business
processes

Offering edge analytics in which real-time data is
analyzed continuously and near the place where
the data is produced by the sensor or business

process
h




Data is the new oil! ‘
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we need to find it
extract it, refine i,
distribute it and
monetize it
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.Data hasn’t changed,

\

it’s just more of the same




Data consumpt:on has changed

Self-serwce BI

Embedded BI |
P e ~ Supplier- and Customer-driven Bl
) Applied Al in Text, Image, Video Analysis
x Edge Analytics :

- Data Marketplace
Data Science
. Automated decisions
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Software Development Hall of Shame

YEAR CORBPANY OUTCOME (COSTS IR US 3)
2005 Hudson Bay Co. [Canada] Problems with inventory system contribute to 533.3 million* loss.
2004—=0% UK Inland Revenue Software errors contribute to 33,45 billion® tax-credit overpayment,
2004 Avis Europe PLC [UK)] Emterprise resource planning (ERP} system canceled after $54.5 million® is spent.
2004 Ford Motor Co. Purchasing system abandoned after deployment costing approximately S400 million.
2004 J Sainsbury PLC [UK] Supply-chain management system abandoned after deployment costing $527 million_*
2004 Hewleti-Packard Cuo. Problems with ERP system contribute to SI60 million loss.
2003=04 ATET Wirelass Customer relations managemant (CAM) upgrade problems lead to revenue loss of 5000 million.
2002 McDonald™s Corp. The Innovate information-purchasing system canceled after S170 million is spent.
2002 Swdney Water Corp. [Australia] Eilling system canceled after $33.2 million" is spent.
2002 CIGHNA Carp. Problems with CAM system contribute to 5445 million less,
2001 Mike Inc. Problems with supply-chain management system contribute to $100 millien losg.
2001 Kmart Corp. Supply-chain management system canceled aftar S130 million is spent.
2000 Washington, D.C. City payroll system abandoned after deployment costing $25 million.
1999 United Way Administrative processing system canceled after 512 million is spent.
1999 State of Mississippi Tax system canceled after S11.2 million is spent; state receives SIBS million damages.
1999 Hershey Foods Corp. Problems with ERP system confribute to 5151 million loss.
1998 Snap-on Inc. Problems with order-entry system contribute to revenue loss of S50 million.
199T U.S. Internal Revenue Service Tax modarnization effort canceled after S4 hillion is spent.
1997 Stare of Washington Department of Maotor Vehicle (DMVY) system canceled after 540 million is spant.
1997 Oxford Health Plans Inc.

Billing and claims systam problems contribwte to quarterly loss; stock plummeats,
leadine to 23 4 RElinn loee i carmneate seolise

S00¢ Jaqwiairdas :wnuyoads 333| 924n0S




Enkele Mislukte ICT-Projecten Bij NL Overheid

[ 1} (Agl})

De overheid en haar ICT-
projecten: een structurele
worsteling

ICT Overheid Mislukte ICT-projecten bij de overheid,

nauwelijks te voorkomen.
& Derk & Mark Lievisse Adri v f
@ 19april2019 & Leestijd 3 minuten

waarvan er deze week weer twee bekend werden, blijken
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Minister Carola Schouten (Landbouw, CU) [besluit April 2019] te stoppen
met de vernieuwing van de ICT-systemen bij de Nederlandse Voedsel- en
Warenautoriteit. Na 65 miljoen euro te hebben uitgegeven, bleek er maar
weinig te werken.

De Belastingdienst, dat sinds 2005 probeerde een systeem te bouwen dat
alle transacties van de fiscus zou verwerken. Na negen jaar en 203
miljoen euro gaven ze het op.

Defensie, waar ze sinds 2002 bouwden aan ‘Speer’. Na volgens eigen
zeggen 433 miljoen euro te hebben uitgegeven - de Algemene
Rekenkamer kwam op 900 miljoen euro uit — gaf het ministerie het in
2015 op. Speer was nog lang niet af, en werkte niet zoals bedoeld.

Het nieuwe bevolkingsregister BRP. Daarvan werd de ontwikkeling in
2017 stopgezet, na tien jaar bouwen en 100 miljoen aan uitgaven.

Digitalisering van de rechtspraak, die in april 2018 na zes jaar en ruim
200 miljoen euro (oorspronkelijk werden de kosten op 7 miljoen euro

geschat) werd stopgezet.
@ 14




Is This Really the Entire Data Architecture?

Source Staging Data Data marts Analytics &
systems area warehouse reporting
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Shadow IT

Shadow IT

Ancther problem with the
constant shifiing and addition of
technalogy iSE?‘IE urge to find &
solution whether its been vetted
by the organization or not. This
leads to Shadow T,

30-40%

67%

7% of IT professionals beleve
Shadow 1T is-happening in their
organizations enterprises
Shadaow IT (noun): a term used to
describe when marketing teams
hack together their own solution
or bring in help outside of the
technology department.

90% 98%

0% of CIOs worldwide are
bypassed by other departments in
IT purchasing decisions sometimes
ant 31% are bypassad routinety.

On average, large
emterprises use over 1,200
cloud senvices - and over

Shadow IT acccunts for 30 1o
A0% of IT spending in large

58% af therm are Shadaow 1T,

Source: https://www.emailvendorselection.com/
building-a-consolidated-tech-stack/

Shadow IT - Worse Than IT Thinks!

91

Customer estimates:
Average number of
cloud services used
by their organization

1,220

Average cloud services
actually discovered
(112% growth
year-over-year)

Source: https://job-wizards.com/en/
shadow-it-the-hidden-menace-for-every-compa
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think ahead | work smart

15-25x
‘more cloud services
. purchased without
IT involvement
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What is a Data Architecture?

B Wikipedia: A data architecture is composed
of models, policies, rules or standards that
govern which data is collected, and how it
is stored, arranged, integrated, and put to
use in data systems and in organizations.

B Examples of data architectures:
e Data warehouse architecture
e Data streaming architecture
® Transactional system
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Data Architects versus Solutions Architects

Data Architects Solutions Architects

... focus on how information moves across ... look at the overall technological

the system from one application to another  environment of the company

... collaborate with clients to determine the ... meet with their clients and establish their
specifications of the project, as well as the specific technology needs based on their
business goals that will align with the business objectives

collected data

... design the data model for the ... has a more technical point of view. Do we
organization; where to store the customer select a cloud solution, or on premise? What
data, how to retrieve the data; who can read will the network look like? How will

the data everything be connected without failures?

Copyright © 2025 R20/Consultancy B.V., The Netherlands @ 19




So Many Different Types of Architects

Paul Catalin Tomoiu : In [the] IT world, an
architect is a person with enough

| T | knowledge to find a high level solution to a
meoriies e challenge in an IT environment.

| | The challenge type, defines the nature of
systeas | | ooyivcon | | Domasn | | Sppiied | |muterprise Domain o the architecture role.

i | We can speak about an Enterprise
Architecture, a Business Architecture, Data

IT Process Application

N N structure N x 5 3
Architect Architect 5 Architect Architect Architect Architect
Architect

f Architecture, Solution Architecture, IT
| [ e Technical Architecture, Application

i Architecture, Software Architecture,
Security Architecture, etc.

Architect

Source: https://blog.prabasiva.com/2008/08/21/different-types-of-architects/
@ 20
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The Birth of a Data Architecture

R =Now Moadrian
tate_
.
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Quiz: What Type of Architecture is This?

SERVICE / MIDDLE TIER / APPLICATION LAYER

algOata Architacture

Bhttn i f fscaleincoms
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Quiz: What Type of Architecture is This?

Traditional Data Engineer IT/BI Specialist
Q Tools: SQL/ETL/DW ﬁTools: Bl tools, Bl

i Automation, Data Catalog admin, data prep

Data Environment
o ~
5 el
Internal Data Hub & Casual Users
Data Landing Base Data = 5 Reports, Dashboards,
Area Farmatted E Smart Applications
r v
clean, source
data
MDM Hub/ fawgats, : : ) » :
snapshots, Real-time queries Web Services |« o
oDs increments < Operational
tagged ’ Refined Data Applications
encrvpte;d iR = O'
reference & 2 &
SRISERSE 4 gtheicas 'E Powmsers
Data ,’, B Data Science E Visualization, data prep,
wa | Sandbox S catalog, data mining
2| B e e e
o h s b G
54 Other I
[Tt e e ' o
Metadata| Data Security | Data Governance | Data Curation o) Data Stewards
B Data Catalog, Dat
Systems Management and Monitoring, Backup and Recovery N aGb:s:i e

. Tools: Hive, Pig, Spark, Python, Scala, Java, SQL
gam Big Data Engineer
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Quiz: What Type of Architecture is This?

UNSTRUCTURED DATA

oD m

Logs, files, media

+ R

H- = > 61-

loT and weather data

+
@
aYy
Customer
sentiment data

010101
101010
010101

STRUCTURED DATA

Business apps

~
’.:i """""""""" ¥

Azure loT
Hub

Azure Data
Factory

------- >
Azure Storage

Blobs

PolyBase

Azure Machine
Learning

€

Azure Bot
Service

Cognitive
Services

v
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Azure SQL DW

——

Cosmos DB

Web & mobile apps

=
= &

Analytical dashboards

(Power BI)

( Speed Layer ;_

I( Batch Layer




Data Architecture Example 1

Acquire Manage Analyse & Visualise

N| @ \

Complex Event Processing/ >

Which file system?
Which Hadoop
modules?

Why not NewSQL?

g
HADOOP < |
N Generic SQL
. " ?
Interactions ~ - > database servers
DR ©tocimeciear NOSQL/HBASE
‘ Database
o — What do the icons
>f mean?
P —
Transactions Do L Tt > - R
Data RDEMS Still so many questions:
—— —— w security, history, why, ...

Big Data Administration
1 I 1

Source: https://www.researchgate.net/figure/An-example-of-big-data-architecture_figl 282777026
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Data Architecture Example 2

Source

Machin

Sensors

/

Local Central

HgERc)

Cars

I 4
“Cloud”
Staging Layer
(Volatile)

SQL

Too important to be
vague

: Data Governance 4 Application
Svst l Business ©~0r® Dat _ﬂ Data @ Dat ;
stems C ata | Catal -
\% Glossary (&, . %’Models atalogue lSecurlty Cayer—
EH | : d
= Staging Core Layer “Facts” Business Layer Access ml
' \\ Laygr (Persistent) “Truth” (Virtual) L.ayere BTanmng
(Volatile) | (Virfual)

| [\
i

Data Mining
Exploration

-~

Data Miningg=l
--’Exploration

N

Streaming (Volatile)
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I
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.

Monitoring
& Control

How? With which
technology??

Which NoSQL system?

Why a NoSQL system?

From relational to
NoSQL?

26




Data Architecture Example 3

(Online) :
(Near-)Real Time = Data Services / Apps E] . & Customer, Product, Data

Data_ Dashboards % / Microservices E] Alerting Machine, ... Scorings na Provisioning IE

Services b.telligent

Data Lake (Persistence) Analytical Platform Processing Types

- Stream
=
=) =]
Cloud Storage a @8
Object Store Al/ML Platform m

BE

s Data Warehouse & Bl

(Real-)Time Stream-Ingestion

Event Sources

Micro Service

Message Queue AZ<]

r Data

Data Stream Schema Registry

: - Batch
sQL Client Visual Tools & |
DWH Dashboards 7

—

Batch Ingestion

=
N Batch Source
Data Source .. -

Central GDPR Meta-Data (5 Data Quality [E Process- & Cost- S== || Automation @ Continuous Deploy. ¢5
Services Services Management =il Management =Q Monitoring & Logging =y & Scheduling & Integration ‘E}

Source: https://www.btelligent.com
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Architecture of a House
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up |

Covered :
Patio +x| Bedroom
gl 12'2" X
15!8“
Bedroom
12'x
Family 13'4" Tﬁ
22'2" x 25' 2
B'B!‘:cl‘ﬁ' eo
T,
Up 0" x 6
oo

HE
]
Vaulted 51 | ||
Covered Deck Vaulted Dn
316" x 12' Owners’
Suite
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Vaulted § =
Dining 1 Vaulted ﬂ;)]um J@
13'x12'8"  Great %19‘8':? Dn
Room T
17'8" x 23' A
' x 104" i
2 g ) Dn
\7-.lj Vaulted
Hobby/Utility
oy {r 152" x 116"
12'6"x
827 :ﬂﬂ:ﬂ:\
1= slope
e Vaulted Sove. E
v | Bedroom
12'4" x Vaulted
13'6" Garage
24' x 25'

planter
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Architecture of a House (IT Style)

Electricity Internet Water drainage Water supply
i i i
Community rooms Sleeping rooms Wet rooms
Living room - Parents room - Restrooms
Dining room Children’s rooms Bathroom
Kitchen
: i § i 8
Storage rooms Relaxation rooms Connector rooms
Ga.rage - Private film theater - Stairs
Walk-in closet Front garden Hallway
Basement Back garden Corridors
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What Comes First?

2

I ——————————————————
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Roadmap for Designing Data Architectures

10. Introduce the data architecture within the organization
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Part 3:
Steps 1-3: Setting the Stage




Part 3.1:
Step 1: Determine Business Motivations




Poor Examples of Business Motivations

® Change insights and requirements
® Deployment of self-service BI
e Optimization of existing data architecture

® The platform on which the current BI system is
hosted externally is old and needs to be replaced

® Move to the cloud

¢ Data science is not very well supported by current
data warehouse environment

e \We want to do more with the data we have, but it's
hard to get to it

Photo: Jimmy dhang

Copyright © 2025 R20/Consultancy B.V., The Netherlands @ 34




Proper Business Motivations

Photo: Jimmy dhang

® Competitive improvement
® Improving reaction speed to customer requests
® Support for customer journey and valuestream

® New business model
® Allow customers real-time access to data
® | ower costs of specific business processes to
iImprove margin
® Organization under threat
® New competitor
e Comply with new laws and regulations
® E.g. GDPR, CCPA, PSD2

Copyright © 2025 R20/Consultancy B.V., The Netherlands @ 35




Business Strategy and Data Strategy

B Business Strategy
wm EEEE B GaEe ® The challenges of top executives
{ - i Fﬂr@ { . e New regulations, competitors, ...

""""" ® The main concerns for current business processes
® Future business developments
e New business domains

B Data Strategy

® New data architecture has to “fit” the data strategy
e New demands for data delivery
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From Strategy to Data Architecture and Onwards

Za i

‘ Business Q “ Marketing
strategy strategy

strategy
/;zata é '/;zata é '/[-)'e-si . é
strategy architecture 8

I —————————————————————————————
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Part 3.2:
Step 2: Determine New Requirements




Determine New Requirements

et
riié{:;(d.“"mﬂr -m"h'\“"'*'."
=thi
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New analytical functionality
Lower latency for reports

More users

More access to metadata
Migration to cloud platform

More data

More transparency of architecture
Better security

Deployment of data science

&——




Determine Constraints

B L[aws and regulations
e GDPR, CCPA, PSD2, ...

® Budget restrictions

B Software limitations

e One-stop shopping, open source preferred, company
preferences, ...

B Hardware limitations
e No easy processing, memory or storage scalability, ...
B Current legacy systems

® Mainframe-based, proprietary applications, plain old, out-of-
date/obsolete development environments

B Internal ICT skills

Photo: Martin Sanchez

Copyright © 2025 R20/Consultancy B.V., The Netherlands @ 40




Part 3.3:
Step 3: Analyze the Existing Environment




Determine Current ICT Bottlenecks

B Performance

Report latency

Productivity - backlog
Functionality

Costs too high

Business — ICT cooperation
Non-professional IT organization
Not IT savvy
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Analyze Existing Data Stores and Data Producers

Types of Data Stores Characteristics of Data Stores
Transactional databases Size

Data warehouses Workload

Data marts Technology

Cubes Limitations with respect to consumption
Data Lakes Known performance problems

Log files

How is data loaded?
Master databases )

Security aspects
Private data files
External data sources

(Cloud) applications
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Analyze Existing Applications

B Data producers
e Can we access the database directly or through an API?
® Current workload?
® Homemade or application?
B Data transformers and transporters
®¢ Home-made or professional (e.g. ETL, bus, data virtualization)?
® Implementation style?
B Data Consumers
® Homemade?
® Internal or external?

Copyright © 2025 R20/Consultancy B.V., The Netherlands @ 44




Quantitative Information

B Current and future of each

B Data consumption: number of users, transaction rate,
complexity of queries, types of data consumption
(batch, real-time), peaks, SLA’s, ...

B Data size: database size (per table), data overlap, data
growth, ...

B Data types: words, codes, numbers, dates/times, text,
audio, video, geo/gis, multi-structured, ...

B Data update frequency: average, max, ...

B Data retention: minimum/maximum/preferred time of
storage

Photo: Antoine Dautry
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Analyze Technology and Products in Use

Selected products and versions
Selected (cloud) platforms
License costs

Infrastructure

Potential migration challenges

} \
Photo: MaxineRossignoI_ A
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Determine the Culture of the IT Organization

Head of
ing

wwwwww

[~ Management

mmmmmmmmm

[~ Logisiics

wwwwwww

Digital
MMMMMMMM

Affiliate
Marketi

.....
2nd Administration

B Traditional?

B Risk evasive?

B No experience with modern technologies?
B Cynical towards new developments?
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Determine IT Maturity Level of Organization (1)

B Data processing checks

® [s data primarily stored to support business
processes and to conform to reporting regulations?

® Can DBAs see the data?
® Are ETL processes started manually?
® [s ETL crash automatically fixed?

® Are data processing specifications scattered across
all modules?

® [s metadata available and kept up to date?
® Are “old” reports reproducible?

rF7 4

oto Shridhar Gupta
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Determine IT Maturity Level of Organization (2)

B Data consumption

® Do reports primarily show what has
happened within business processes?

® High data latency?

® Do they use predictive analytics to optimize
business processes and decision-making
processes?

® Data management

® Ownership of data assigned?

® [s there focus on data quality?

® Are there procedures in place to fix incorrect data?

rF7 4

oto Shridhar Gupta
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Determine IT Maturity Level of Organization (3)

B ICT skills

e All development outsourced?

® Many tool-jockeys?

® Performance anxiety?

® Minimal knowledge of new technologies?

| 4

oto Shridhar Gupta
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Part 4.
Step 4: Analyze New Technologies for
Data Storage, Processing, and Analytics
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Data Storage




Trends in Database Market

B More data, more queries, more
transactions, more concurrent users,
more complex queries, ...

® Coming and going of products
B |ess standards

® | ess portability
® No interchangeable products

B Specialization of products
® |imited use cases
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Market of Database Servers

SQL
database
servers
All

database

servers
Non SQL
database
servers

Classic SQL

Translytical SQL

General
purpose

Analytical SQL

TimeSeries SQL

SQL-on-Hadoop analytical

Query
oriented

Streaming SQL

NewSQL

Transaction
oriented

SQL-on-Hadoop transactional

File Systems

General
purpose

Indexed file systems

Cube / Multi-dimensional

Query
oriented

Graph / Triplestores

Search technology

Object Storage

Transaction
oriented

NoSQL Key-value stores
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NoSQL Document stores

ZITINNNN

NoSQL Column-family stores




Specialization of Cars
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Application-based Analytics

Application
0900900 O

Database \

server _—
A 4

operations
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In-Database Analytics

Application
®

4

A

Database
server

<
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Partial Parallel Analytics

Application
@
Database ¥

server ®

Master

Worker 1 %wker 2 I Worker 3
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Full Parallel Analytics

Worker 1 /

Application
[ )
Database v
server ® Master

Worker 3
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Scale Up versus Scale Out

® Scale up (vertical scaling

scale up

a system

B Scale out (horizontal sca

e (Contiguous upgrades

e Geographical distribution

scale out

Copyright © 2025 R20/Consultancy B.V., The Netherlands

) means

adding more resources to one node in

ling) means

adding more nodes to a system

e Continuous availability/redundancy

e (Cost/performance flexibility

&——




Effect of Partitions on Query Response

>

total throughput

\ bottleneck

number of partitions/processors

I —————————————————————————————
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Optimizing Distributed Joins

Customer table partitions

Order table partitjons

‘x

Product table partifions
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Database Technology has Changed

y

I ——————————————————
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NoSQL Database Servers

AR P RACHE

HSASE @ mongoDB

N £

Google
Cassandra BigTable .
&9 - sriak
LevelDB RAVENDSB
) . UpscaleDB
Couchbase By HYPERTABLE iﬁ. oo
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Tricks to Improve Performance

B Aggregate data model
® To remove the impedance mismatch

B Design architecture to scale-out
e Sharding

B Reduce functionality (security, query
power, data integrity, ...)

B Lower consistency

B Give developers full control over
internal processing

® "Push down” complex operations
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NoSQL: Aggregate Data Model

ID: 1001 orders

customer: Ann \

line items:

customers
0321293533 2 S48 S96

0321601912 1 $39 $39

li
0131495054 | 1 | s51, | s51 gl
payment details:
Card: Amex > l’
CC Number: 12345 -
expiry: 04/2001
: credit cards
__’.
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Typical NoSQL Use Cases

ﬁﬁﬁﬁﬁﬁﬁ

L% OmongoDB B Transactional
B Big transactional workload
cole BT B Single record/document transactions
éred; Nmm B Massive data ingestion
B Simple reporting — point queries

§E5'g o ré"

evel .

Y 12 hazelcast ® Dynamic data structures

irak e ® Complex data structures
I cacnea B "Narrow” data model

Bl HvPERTABLE
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Graph Database Servers

FPerson

Author
name: John Le ute=slbker, < PURCHASED

Carrs Tailor, Soldier, ;
= Spy date:03-02-2011

Person

PURCHASED
date:093-09-2011

PURCHASED
date:05-07-2011

Person
Author

Person

name: Alan

name:

title: Our Man

Graham :
in Havana

Greene

Source: M. Hunger, Neo Technology, Data Modeling with Neo4j, Aug 2013
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Application Areas Graph Databases

Social network analysis
Network impact analysis
Optimal route determination
Internet retail recommendations
Logistics

Fraud analysis
Securities and debts
“Panama papers”
And many more
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Deploying NoSQL, Graph and Object Storage

Source Staging Data _
systems area warehouse Data marts Reporting

| Graph Analytics I

Object
Storage
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Analytical SQL Database Servers

Examples

1010Data

Amazon Redshift and Athena
Apache HAWQ

BlazingSQL

CitusDB (PostgreSQL)
ClickHouse SQL

Databricks Delta Lake

Edge Intelligence

Exasol

Google BigQuery

Greenplum

IBM DB2 Warehouse on Cloud
Ignite InfoBright DB

Kinetica

Kognitio WX2

Copyright © 2025 R20/Consultancy B.V., The Netherlands

Microsoft Azure Synapse
OmniSci (MapD)

Oracle Database In-Memory
SAP HANA

SAP Sybase 1Q

SnowflakeDB

Splice Machine

SQream

Starburst (Trino formerly Presto)
Teradata Vantage

XTremeData dbX

Several SQL-on-Hadoop engines
Vertica

And many others ...
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Example 1: Showflake

Data Scientists Bl Dashboards

/

I

N\

SAS S —
applications
Central
Database
on cloud files
%oading data
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Example 1: Showflake

Organization 1 Organization 2 Organization n
il 2 P il S

\

\

Organization n
tables

nization 2
tables

SnowflakeDB storage area
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Deploying Analytical SQL Databases

Source Staging Data _
systems area warehouse Data marts Reporting

e

ilelacal

| Analytical SQL I
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Example 2: Edge Intelligence

Edge Intelligence
Central server
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Example 2: Edge Intelligence

pa— S
Store_id Customer Datetime Customer
1 Metheny 2017-11-01 12:00:08 Metheny
Non-replicated 1 Johnson 2017-11-01 12:10:18 Johnson
Data at Edge 1
1 Young 2017-11-01 12:12:33 Young
. Morri Replicated
1 Morrison 2017-11-01 12:50:09 orrison Data at Edge 1
1 Harris 2017-11-01 12:55:45 Harris
— Mitchell
Stills
Dylan
Brown —
— —
Store_id Customer Datetime Customer
2 Metheny 2017-11-01 12:01:32 Metheny
Non-replicated 2 Mitchell 2017-11-01 12:05:42 ... ol iea
Data at Edge 2 2 stills 2017-11-01 12:11:39 .. Young
2 Dylan 2017-11-01 12:12:30 ... Morrison .. Replicated
Data at Edge 2
- 2 Brown 2017-11-01 12:40:19 Harris
Mitchell
Stills
Dylan
Brown -




NVIDIA TITAN V: GPU With More Than 5,000 Cores




Comparison of Analytical SQL Database Servers

#1

MapD on 1-node
with 8 Nvidia Titan
X GPUs

#2

Redshift on &-node
ds2 Bxlarge

#3

Presto, 50-node nl-
standard-4-cluster

#4

Spark 2.1,
11Xm3.xlarge

|

|2‘I ms W Query 1
Jl sams m Query 2
. 165ms H Query3
:-51Um$ B Queryd
I 1560ms

e hasoms

© 2250ms

] 2070ms

R 10190ms
—————

19624ms

T esea2ms

Oms 780ms 1500rns 2250ms 3000rms
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® Products:
BlazingSQL, Kinetica,
OmniSci (MapD),
SQream

B They make use of
the parallel power of
GPU’s

B |Long-term data
persistency is not
their core business
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Deploying GPU-based SQL Databases

Source Staging Data _
systems area warehouse Data marts Reporting

e

— e

|GPU-based Analytical SQLI
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Transactional SQL Database Servers

B Examples: Clustrix, DataBricks Delta lake,
SingleStore (MemSQL), Splice Machine, Pivotal
GemFire XD (SQLFire), VoltDB, and YugabyteDB

B NewSQL is not a new SQL dialect

® The internal architectures are different from classic SQL
database servers

B High scalability with respect to transactions

B Full-blown SQL - high level of data independence
B ACID-compliant = 100% consistency

B Exploitation of low-cost clusters

I —————————————————————————————
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Example: YugabyteDB

Cloud platform

Yugabyte
ODBC driver

YugabyteDB

Cloud platform

Bi-directional replication
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YugabyteDB
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Four Categories of SQL Databases

High-end

Analytical

Low-end

High-end

Analytical

Low-end

_____________ Transactional
_______ databases
Low-end Transactional High-end
I S S N S i
~ General-purpose L
databases
Low-end Transactional High-end
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High-end

Analytical

Low-end

High-end

Analytical

Low-end

~ Analytical | _____ )
databases .

Low-end Transactional High-end

Translytical i

""""" ' databases

Low-end Transactional High-end

&——=




Example: SingleStore (translytical)

ID Name Initials Date Entered City State
12345 Young N Aug 4, 2008 San Francisco CA
23324 Stills S Sep 10, 2009 New Orleans LA
57657 Furay R Oct 16, 2010 Yellow Springs OH
65461 Palmer B Nov 22,2011 Boston MA

il -
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Zero Data-Latency Architectures

Source Staging Data _
systems area warehouse Data marts Reporting
Source system l l l
developed with a
translytical Database Reporting

—
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Most Database Servers Use Proprietary Files

B In many database servers a
proprietary storage format is
used

Application

B Data can only be accessed via
database server

B Data needs to be copied for
other database servers

ecurity manager

uery optimizer

nsaction manager

E_ torage Engine I

I —————————————————————————————
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Database Servers Can’t Share Data

Application Application

Query optimizer

Query optimizer

daCtion manager dCtion manager

orage Eng{ne orage Engfne

——
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Accessing “External” Data

er

er

urity manager

B

-
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Example: Starburst (based on Trino)

Data Lake

S3 Storage
W W
f—=1

D

Presto .-

Cluster «".".®

—

Distributed Enterprise Query Engine

Auto-Scale =
Other Sources

. Worker Nodes
EC2

P
MySOL
. mongoDB

- amazon
REDSHIFT

i

ORACLE
kafka E E
cassandra
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Traditional BI/Reporting

\:}I‘\” Starburst L Power BI TIBC®
— (Soker
vp+ableauw Qlik@

Insights Platforms

1010DATA

HEISENSE
@ THOUGHTSPOT

Data Science

N x|

KNIV @ rapidoniner

-

Jupyter
= R @

python
Spoﬁzr

On-Demand Nodes

®:databricks
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Example: Amazon Athena

CREATE EXTERMAL TASLE employee
{

ID =s=tring,

NAME =string,

LAGE =tring,

EEM =tring,

CREATE DATE bigint,

FRCCESS MNAME =tring,

UFDATE DATE bigint
)
STCRED RS AVRO
LOCATICH '=23://my-bucket/staging/enployees!
TELERCEFERTIES |
avro.schema.literal'="

i
"tvpe” ¢ Trecord’:
"name" : "AutobGeneratedSchema™,
"doc™ ©: "Sgoop inport of ueryResualt™,
TEieldslT - I 4
"oame™ @ "ID™;
Higma™ = f TEadgr. TesEgmma™
fdefault™ : null.,
Teolumnnlame™ @ "ID™,

Il = Il I I

%

£y

i
"Tname™ : "HAME™,
"eype™ @ [ "mull™, "=tring”™ 1.
"default™ @ null,
"columnbflame™ : "HAME",
"eglType™ : "12"

{
"name™ : "AGE",
MEgme™ e TEaad 1T MaEeimg®™ o]
"default™ : null,
"columnnMame™ @ "AGE™,
TaglType™ @ m2m

i

"Tname™ : "GEN",

"type® ¢ [ Fomll™: "string™ ]
"default™ : null,

"columnMame™ : "GEN",
"eglType™ < T12T

i

"name" : "CREATE DATE",

Tegme™ @ f Tfoull™ T"leng™ ]n
"default™ @ null,

"columniName™ : "CREATE DATE",




Accessing External Data and Query Pushdown

B Push processing to the
Application
o o €—— Request consisting external source

g of elgnt operations B Minimize network traffic
B Exploit the full power of the

request

Database | external source
server <€—— Two operations processed
by database server B Optimize distributed joins
B Deal with datatype differences
External source] €—— Six operations L FrOm StrUCture'IeSS data tO
processed structure-rich data

by external source
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Deploying Specific SQL Databases

Source Staging Data -
systems area warehouse Data marts Reporting
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Data Processing




Categories for Data Processing

B ETL (Extract Transform Load)

B Data Replication (Change Data
Capture)

B ESB (Enterprise Service Bus)
B Data Virtualization

I —————————————————————————————
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ETL = Extract Transform Load

B Transforming of data structures
® To a data structure suitable for reporting and analysis

B Cleansing of data
B Integration of data from production systems
® Transforming data
® Filtering, aggregating, projecting, joining, splitting, ...
B Scheduling the ETL process
e Batch-oriented
® Managing the ETL process

ETL Process

Extract
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Example: Fivetran

Pre-built Connectors Normalization Destination

SQL Transforms

aoooI

&

Applications

a
(]

Databases -

|
)

= - - - - L L - - L
Events - = = - - ® L) e o e | e|le|a|a
- 3 P < Analysis Ready Schemas
# = I - - s - - 2 o
Files Q. ~
= Managed by Fivetran
-
@) | BN e
Functions s _,J'

~
Fully Managed by Fivetran
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Data Virtualization Overview (1)

Production Analytics
application & reporting Internal portal Mobile App Website Dashboard

j__’f:’_ T II.||I||"-|.:I-|. | b o

Data Virtualization Server

Production Data Finance Master ] 3 Message External
l database l | Data lake | |warehousel | system l | data | lSoaaImednal l stream l l data l
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Data Virtualization Overview (2)

Production Analytics

application & reporting Internal portal Mobile App Website Dashboard
_— unlll @ )
e &

] I

Data Virtualization Server

l sQL l | Hadoop l |Spreadsheetl | Cloud appl | ERP | lSociaImedial l ESB l l Files l
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Data Virtualization Overview (3)

production analytics internal mobile _
application & reporting portal App website dashboard
L SQL statement — - s L =

I ODBC/sQL JDBC/SQL XML/SOAP REST/JSON IXQuery MDX/DAX

Data Virtualization Server
JSON

=____ Hadoop, -:f private C"/\
g NoSQL Hinkea data w)
database social

media data

SQL
databases

cloud
applications

&——

database
ESB

streaming
messaging

applications databases
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Gartner Gives Data Virtualization its Highest Maturity Rating

Data as a Service

Data Catalog
SAL Interfaces to Clou

Time Series DBEMS
File Analysis
Data Classification

In-Process HTAP

Blockchain
Multimodel DBEMSs

Machine-Learning-
Enabled Data Management

Graph DEMSs

Private Cloud dbPaaS O Spark

expecfations

Data Archiving

Jata
nent

Application [
NManager

DataOps

Key-\Value DEMSs

|
Master Data Management
Wide-Cglumn DBMSs

Peak of
Inflated
Expectations

Innovation
Trigger

Trough of
Disillusionment

Data Preparation
Lhistributed Ledgers

Point-of-Decision HTAP

Infermation Stewardship Applications
Metadata Mgmt. Solutions
Cross-Platform Structured

d Object Stores

Event Stream Processing

Platform as a Service

Ir‘s-Mer_‘nory De_.la Gr_‘lds
Data Virtualization

Latabas

Content Migration

SaaS Archiving
Document Store DEM

In-DBMS Analytics
Hadoop SQL Interfaces

Operational In-Memory DBMS

Slope of

Enlightenment

Database

e Encryption

Enterprise 1nformation Archiving
Data Integration Tools
of Messaging Data

Ss

Logical Data Warehouse

iPaaS for Data Integration

As of July 2018

Plateau of
Productivity

time

Plateau will be reached:

O less than 2 years @ 2 to 5 years @ 5 to 10 years

A& more than 10 years

@ obsoclete before plateau
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The Market of Data Virtualization Servers

. B AtScale
%remm TIBC% B DataVirtuality (Pipes, Pipes Prof, LDW)
== ® Denodo Platform
virtuality
® Fraxses
e

ATSCALE IBM InfoSphere Federation Server & IBM Data

Virtualization Manager for z/OS (formerly Rocket Data

denodo’*’ Virtualization)

Red Hat JBoss Data Virtualization (Teiid) ?7?
Q redhat

Stone Bond Enterprise Enabler Virtuoso

TIBCOData Virtualization (formerly Cisco & Composite)
L i
“stone bond =¥ £etaris
technoiogles And many more ...
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Developing Virtual Tables

umilll ‘@ |«—— Data consumer

©

4+—— Virtual table:
May contain row selections, column selections,
column concatenations, transformations,
column and table name changes, groupings,
aggregations, data cleansing, ...

4«—— Virtual table pointing to source

Data Virtualization Server

+—— Source
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Layers of Virtual Tables

r’_:l|l||||li|Tm5 o0 -~ @ _ = h ||||||III||| b o0~ & _ _-; _____
e | | = | — e [ | e
ak 1 /\ Pl
Data consumption
layer
s

Enterprise data layer

\
pzl \
Data source Eé %% BEEEe BEEEE % ﬁ\% B2 %% l

JOAJaS uollezijenliA eleqg

layer

4

Copyright © 2025 R20/Consultancy B.V., The Netherlands 103




Lineage and Impact Analysis

[=1- [SUPERNOVA LINK | |1 T SUPERNOVAILINKIWIDE|
——>  LINK_ENDDATE |

- > LINK_STARTOATE |
—> EVENTDATE ———————>  EVENTDATE
——— ﬂzu——b- LINK_ID I

> ATIRIBUTET |

—> ATIRIBUTEZ |

—>  HuetD |

——> HUB1_STARTDATE |
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Evolutionary Development Approach

= = e = [= _——

milll, ' | |gaF o 1 | nnutil oo

‘ O

Views for Data /@é%\ 5 \ === 2),-1
Access ] \ 4 === §

I~ / =

Canonical L:L %
Data model g_f-)f.

/ S

I ted % o}
mpor a

Data E % 4 % é

I —————————————————————————————
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Improved Productity Through Sharing

Data consuf Calculate dead stock

for a product

E""W e E" ——
unlll & [l =F ol lTvs | [l S || .
e e e | |= ——— e | Determine
X //' 1 b\ customer
\

churning risk

Enterprise data layer

Data source
e Eé %
e
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Performance Improving Features

B Easy-to-optimize queries

B Environment setup

B Query optimization

B Parallel processing and parallel pushdown
B Caching virtual tables

¥ The network

B Efficient drivers and connectors

I —————————————————————————————
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Improved Performance Through Query Pushdown

Application
<€—— Request consisting
of eight operations

request

DV server

<€—— Six operations processed
by data virtualization
server

Data source | €—— Two operations
P processed
by data source

request

Application

<€ Request consisting
of eight operations

Virtualization )
server <€—— Two operations processed

P by data virtualization
server

Data source | <€—— Six operations
o processed
o000 by data source
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Many Levels and One Query

SELECT *
FROM V1
l V1 definition:
SELECT  C1, COUNT(*)
Vi FROM V2
GROUP BY C1

V2 definition:
SELECT C1, C2, C3
Vv, FROM T1

WHERE ~ C2 > 1000

Executed query:
SELECT  C1, COUNT(*)

T FROM T1
WHERE  C2 > 1000
GROUP BY C1
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Push Down Query Processing

]

]
_S (1) Incoming Query: : (3) Executed Query:
© I
'r—g 9 SELECT C2, CONCAT(C5, C6) i SELECT C2, CONCAT (C5,
£ g FROM  Virtual table ! FROM  Result
= WHERE Cl = > 1000 :
I AND C4 BETWEEN 10 AND 20 !

|

|

Co)

(2) Executed Query:

SELEC
FROM
WHERE
AND

Data Source

T C2, C5, Co
Table
Cl = > 1000
C4 BETWEEN 10 AND 20
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Accessing Files

(1) Incoming Query: (3) Executed Query:

SELECT C2, CONCAT(C5, Cob)
FROM Virtual table

WHERE C1 = > 1000

AND C4 BETWEEN 10 AND 20

SELECT C2, CONCAT (C5, Co)
FROM Result

WHERE C1 = > 1000

AND C4 BETWEEN 10 AND 20

Server

Data Virtualization

(2) Executed Query:

SELECT C1, C2, C4, C5, Cob
FROM File

Data Source

Copyright © 2025 R20/Consultancy B.V., The Netherlands
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Inferred Filters

]
c . I
= (1) Incoming Query: i (3) Executed Query:
o
N 1
“© SELECT T1.Cl, T1.C2, T2.C2 : SELECT T1.Cl, Tl1.C2, T2.C2 FROM
2 FROM  T1, T2 ! T1, T2
> WHERE T1.Cl = T2.Cl1 : WHERE T1.Cl = T2.C1l
8 AND T1.C1 => 1000 i
QO AND T2.C2 BETWEEN 10 AND 20 :
. (2a) Executed Query: . (2b) Executed Query:
(@] (@]
§ SELECT C1l, C2 § SELECT C1, Cz
v FROM T1 wn FROM T2
% WHERE C1 => 1000 -ng WHERE T2.Cl1 => 1000
(] (@] AND T2.C2 BETWEEN 10
AND 20
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Join of Data Sources with Query Injection

(1) Incoming Query: (4) Executed Query:

SELECT *
FROM Result

SELECT Tbig.Cl, Tbig.C2
FROM Tsmall, Tbig
WHERE Tsmall.Cl = Tbig.C1l

Server

c
2
+—
©
i
©
>
4+
=
>
©
+—
©
()]

(3) Executed Query:

(2) Executed Query:

SELECT C1, C2
FROM  Tbig
WHERE C1 in
(vl, v2, v3, ..)

SELECT C1
FROM Tsmall

Data Source
Data Source
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Join of Data Sources with Ship Join

]
§ (1) Incoming Query: i (4) Executed Query:
© 1
% § SELECT T1.Cl, T1.C2, T2. C2 i SELECT *
g & FROM  Tbigl, Tbig2 i FROM  Result
s WHERE Tbigl.Cl = Tbig2.Cl |
£ I
= I

(3) Executed Query:

(2) Executed Query:

CREATE TEMP TABLE TEMP;

INSERT INTO TEMP

SELECT *

FROM Tbigl;

SELECT TEMP.C1l, TEMP.C2,
Tbig2.C2

FROM TEMP, Tbig2

WHERE TEMP.C1l = Tbig2.Cl;

DROP TEMPORARY TABLE TEMP;

SELECT C1, C2
FROM  Tbigl

Data Source
Data Source
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Part 4.3:
Metadata, Data Catalog, and Business Glossary




Types of Metadata

Metadata on Data

Textual definition
Description

Retention information

Qualifications: trustworthiness,
completeness, data quality, ...

Value descriptions

Original or masked/anonymized
Ontology

Owner and support

Annotations by users and IT specialists
Data lineage including transformations

Metadata on Metadata

Retention information on metadata
B History of metadata

B Qualifications: trustworthiness,
completeness, data quality, ...

B Metadata value descriptions

B Original or masked/anonymized
metadata

Owner and support
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Metadata in 1976

' DE DATA DICTIONARY/DIRECTORY (DD/D)

door L. Delport

1.1 Wat is een DD/D? (Data Dictionary/Directory) 1.2 Waarom hebben we een DD/D nodig?

| (gegevenskataloog) Centralisatie, het vermijden van dubbele gegevens en
Zeer algemeen kunnen we een DD/D als volgt be- et opzoeken en vinden van informatie langs allerlei
palen: ~wegen en door middel van allerlei sleutels zijn tech-

Een DD/D is een katalogus die de omschrijving be-
~vat van alle informatie-elementen die in een bedrijf
bestaan.” Deze bepaling laat natuurlijk de weg open

md ATT A 1t

nieken eigen aan M.LS. (7) en systemen van gege-
vensbanken.

Informatie jaargang 1 8 nr. 7/8 pag. 430 t/m 491 Amsterdam juli /augustus 1976

117
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A Target Audience Shift of Metadata

IT Specialists

 Developers
* DBAs

* Designers

* Testers

(

Business Users

(

Self-service Bl
users

Power users
Dashboard users
Data scientists
Auditors
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Numerous Solutions that Manage Metadata

® Home made metadata systems

B Professional data catalogs and business glossaries: Alation, Apache Atlas, Collibra,
Informatica, TIBCO EBX, ...

B Scraping and linking: ASG, Manta, SQLdep (Collibra), ...

Data warehouse automation: Astera, Attunity Compose, BiGenius, TimeXtender,
WhereScape, ...

BI tools: semantic layers

ETL tools

Data profiling tools

Data quality tools

Data virtualization servers: Data Virtuality, Denodo, Fraxses, Tibco DV, ...
And many more ...
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Study Metadata Needs of Data Consumers (1)

B Metadata on which objects are required by which user
e Metadata on data elements, reports/dashboards, data science models, business rules, ...

® How do they want to access metadata?
e Instant metadata (integrated within BI dashboard)
® \/ia a service interface
e Search interface on metadata
e Do they need an ontology?

B Need for adding personal annotations to metadata
e Annotation on tables and columns

® Annotations on individual data values
® Annotations on aggregated/derived values
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Instant Metadata

Stock overview C Oh el i On
Mote: This is an aggregated report. Most data is firzt calculaled at the native resolution (pergroup and pocl), and the results are summed or averaged for an aggregaled report.
May Jun Jul Aug Sep Ot Moy Dec Jan Feb Mar Apr May Trend vs last year DOverall
Total demand 128,213 127,098 117,923 116,033 115.431 108,253 114,681 | 117,610 115882 115,554 115122 116,106 116;849 117,289
Total inventory 145,401 144,654 144753 143,668 142977 142,224 141,258| 139,011 132 414 137,690 137,108 136,660 136,191 140,770
Total available inventory 11,5620 111,719 113,504 114175 114,342 112,682 113,106 | 112,081 110,908 109,726 108,631 107,575 106,545 i 11,274
===
Available Bycicles 100,65 101,344 102974 103,659 103,766 101,010 101,180 | 100,155 98, 982 97,800 96,705 95 649 94 619 99,864
H ———
Rented Bycicles 10,809 18,375 10,530 10,516 10,576 11,672 11,926 Available By::iclﬂs 11,926 11,339
_.m—‘
Unservicable Bycicles 6,490 6,523 7.793 6,931 7,094 7.7T16 7,990 R 7.158 7.142
J ) _ _ Forecast 93, —————
In repair Bycicles 2.445 2,508 2,635 2,809 2 607 2. 749 2. 499 : BB7 2,652
Storage Bycicles 1,223 1,652 1,526 3,836 4,205 4 568 4 934 3,072 F_/,-——-'\___,__ 2,981
Lost | Stolen Bycicles 23.681 22,247 19,295 15,817 14,720 14,509 12,729 16,749 | = 16,721
Rebrand In 0 0 0 0 0 o o - 1]
Rebrand Out 0 0 0 ] 0 1] 0 - ]
Lease In i] il ] 20 0 35 116 - - - - - - { 26
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Study Metadata Needs of Data Consumers (1)

B Metadata on which objects are required by which user
e Metadata on data elements, reports/dashboards, data science models, business rules,
calculations, retention specifications, ...
® How do they want to access metadata?
e Instant metadata (integrated within BI dashboard)
e Via a service interface
e Search interface on metadata
e Do they need an ontology?

B Need for adding personal annotations to metadata

e Annotation on tables and columns
® Annotations on individual data values
® Annotations on aggregated/derived values
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Adding Annotations on Data Points

Fertility rate, total (births per woman) - Population, total

2

O Population ages 65 and abave (% of total)

[e] [ Population ages 0-14 (% of total)  ~

~

Scale:

Fertility rate, total (births per woman) Jim Ad kins - IVIay o8
29, 2023
Explanation ...

v i |
e || Indicator filtering x| Cyprus
g - A _
5 Filter by @ value ) Percentiles Wl Czech Republic
{=1
£ Active filtars: 0/7 CEDyolE
= 5 E Democratic Republic of
= b Bopulation, total the Congo
=]
o ¥ Population agss 0-14 (% of total) | | Denmark
o
i 3
= :2_4 F  Population 2ges 15-84 (% of total) Dijiboufi
= 18 b Population 2ges 65 and above {9 of total) | Dominica
= %) aln —
Dominican Reoublic
‘\ ’ 1960 1962 1964 1968 1965 1970 1972 1974 19786 1978 1980 1882 1954 1958 1988 1990 1992 1994 1995 1998 2004 2006 2008
™ s N, el gl dmest, T pRUSpTRU, e | Swpel VeSpen, s siepet S, S Manees, Ss | eplce NNSERT, BT Thpens | I T,

Guigara

Burkina Faszo

Burundi

Cambodia

Cameroon

Canada

Cape Verde

Central African Republic
Chad

Chile

Colombia
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Study Metadata Needs of Data Consumers (2)

B Metadata tagging

e Retention period, real or anonymized, responsible data steward, trustworthiness,
completeness, data quality, ...

® Taggings added by business users
B Versioning of metadata

B Automatic notifications
® a retention period of frequently used data is about to expire
® a definition has changed
® a piece of legislation is about to change
B Fuzzy boundaries between metadata and master data
® Are all the state codes metadata or master data?
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Metadata is Dispersed

Source & b & B Metadata dispersed across many systems
systems g ® In database servers (system tables)
® In integration tools
Staging ® In documentation
ared ® In reporting tools (semantic layer)
® In spreadsheets
Data ® In application code
warehouse e And many more ...
B Most is technical and not business metadata
Data marts B Not integrated - no clear relationships
) between metadata elements
Analytics & [T2 2. . &
reporting |
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Example: Lineage Through Scraping by ASG

MAINFRAME Transformation Detail
COBOL SELECT cte2 .pr-oductid, ¥
cte2.transactionid,
IW—D cte2.details,
Business Applicatien FRS cte2.status,
Data Package FRS cteZ.statusdate,
Data Record FRS | ﬂ cte2.requestdate Org:’clfégw
MGMT-RESP-CD & cte2
DIVS-CD P -
SUB-COCD o {De-System Peoplesan Business Objects Universe
ACCT-YRMO O Trarszmation Indicator |Database mm
DB-System PeopleSoft
Dalabase PSoRDatabase . m e A e
Schema SYSADM DB Sysiem Mavenck

!ﬁlrsuness Application Salesforce Physical Dalabase] < Database syb_athena_fia
|DB-System Salesfarce Schema dbo

Business Application Salesforce Logical Mode |Database Salesforce
[%WM Schema <defaultSchema= o 99% | account_id Wﬂ):l'
[Ammiu |id_18(18) id VARCHAR2{18)
Data Quality Indicators
Informatica ETL
Schema SYSADM COBOL BMS Map
Copybook
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Example: Lineage Through Scraping by SQLdep (Collibra)

e i
+

—-—-—-—-_.___‘_____‘_‘_‘___ =
e e ;
* o tams = &
VI
L L

PR LT MECTIVES
- e
FUBTC BATRCOETS | e
—— e g -
— w ECCTE S
Foringa PUBITE BRUIPGE (LS TERERACTIONS ST MY CLETERACTI NS
E feanp by ashemit | o I "i w | "; » [
. SUST_ARRLICATICN_ B = CUSTORER_CRIECT TR = CUSTERER_DRIECTID
Oy |
sy Ry VSER_ID o CUSTOMER_COHSELIRATED TO & CUSTONER_CONSGLIBATED_TD
g Supiry e CREATED_AT o ALTIVITY paTE = GLFIVITY BaTe
§ i . | soee sevie o STATE = STt
= CUSTOMERTD & CUSTOMERTD
e code T

- i . ' m_c:wc;’@wﬂpﬂn’ng_mi;:u"

| INSERE_0STION LD |
& FIELE_MARE [
ol CUSE_APPLICATION.ID |
#| SUHTONERID |

PUELTC CVERE ERDP T 10 1 CULFORER (GBIECT 20

| MBI ETeas 0 - SUBJECT
"’ = DB 1 AT 000 =
| -

| AR NS = o THELEHT _coTrom 10 - BERCEIVED, INFO
! = FIELD R I | ) Rustontrth |
o CUST_APPLTCATIGH.IS
o CUSTORERID
il |

| CUST_sRidECATIEN T8 e
| ENSESMT_GRTIRN_ TG

— | oo |

| ™
| CSTOMER_LOMICLIRATED_ID

TiS_IG f
| cusTemgRID z v
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Master Data




Master Data Management: Two Customer Tables

Customer table in Sales System

ID Name Initials Date Entered City State
12345 Young N Aug 4, 2008 San Francisco CA
23324 Stills S Sep 10, 2009 New Orleans LA
57657 Furay R Oct 16, 2010 Yellow Springs OH
65461 Palmer B Nov 22, 2011 Boston MA
Customer table in Finance System

ID Name Initials Date Entered City State
C5729 Young N Sep 16, 2007 San Francisco CA
LA781 Stils S Dec 8, 2010 New Orleans LA
J7301 Furay R Jan 10, 2008 Yellow Springs OH
K8839 Palmer B Feb 11, 2009 New York NY
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The Master Customer Table

Master Customer table

ID Version Sales ID Finance ID Date Entered Name Initials City State
MD12 1 12345 C5729 Sep 16, 2007 Young N San Francisco CA
MD13 1 23324 LA781 Sep 10, 2009 Stills S New Orleans LA
MD14 1 57657 J7301 Jan 10, 2008 Furay R Yellow Springs OH
MD15 1 65461 K8839 Feb 11, 2009 Palmer B New York NY
MD15 2 65461 K8839 Nov 22, 2011 Palmer B Boston MA
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Joining Needs Master Data

Integrate

D Name Initials Date Entered City State ID Name Initials Date Entered City State
12345 Young N Aug 4,2008 San Francisco cA 5729 Young N Sep 16,2007 San Francisco cA
23324 Stills S Sep 10, 2009 New Orleans LA LA781 Stils S Dec 8, 2010 New Orleans LA
57657 Furay R Oct 16, 2010 Yellow Springs OH 17301 Furay R Jan 10, 2008 Yellow Springs OH
65461 Palmer B Nov 22,2011 Boston MA K8839 Palmer B Feb 11,2009 New York NY

ID Version Sales ID Finance ID || Date Entered Name Initials City State

MD12 1 12345 C5729 Sep 16, 2007 Young N San Francisco CA

MD13 1 23324 LA781 Sep 10, 2009 Stills S New Orleans LA

MD14 1 57657 J7301 Jan 10, 2008 Furay R Yellow Springs OH

MD15 1 65461 K8839 Feb 11, 2009 Palmer B New York NY

MD15 2 65461 K8839 Nov 22,2011 Palmer B Boston MA
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Overall Architecture of an MDM System

applications Fe “‘ ‘ ‘
4 N
Run-time module Management module
Master Data
Management | Load module l
System
\ _J

data sources
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Lightweight Solution for Master Data

production analytics internal mobile

application & reporting portal App website dashboard
:.__ ] > e 06
® i i 1

N

Master data managed by Data source 1 Data source 2

and through data
virtualization server
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MDM as Source for Data Virtualization

data consumer 1 data consumer 2 data consumer 3
il S Srer e

1 1

| Data Virtualization l

?—% \?4 Master Data
n = " = Management System

data store 1 data store 2 1

master data
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Example: Cohelion (Master Data-driven Bl)

Accounts Payable 30,809 35,972 37,370 37668 37,248 33,360 34141 42,505

Profit - Loss Accounts

77134 Actual 185,254 00 60,400
Manual 20,248.00
SalesForce - Feed 30,855.00

Gross profit 79150 56,450 61,467

EBIT 11,327 -732 -1,247 1101 ——— 13415100 -374
Sales Income 201,736 167,789 170,810 222655 199000 185254 7600 131,000
Rental Income 0 0 0 0 0 8] 0 0
Other income 0 0 0 ¥ 0 o 0 o

Expense Accounts

Office Expense B12 GE1 790 832 960 372 1,010 455
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Part 4.5:
Incorporating Cloud in the Data Architecture
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Cloud Platforms are Becoming the New Mainframes
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i
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Mainframe = Lock In

Copyright © 2025 R20/Consultancy B.V., The Netherlands

Proprietary operating systems

Proprietary system management
software

Proprietary database servers
Proprietary security systems

Proprietary development
environments

Proprietary JCLs
Proprietary ...
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Cloud Platform = Lock In?

Proprietary operating systems

Proprietary management software

Proprietary database servers
® E.g. Amazon: RDS, RedShift (SQL), S3, ...

Proprietary security systems

Proprietary development
environments

® E.g. Microsoft Azure: Reporting Services,
Analytics services, Data Management
Services, ...

B Proprietary ...
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Data Storage Technologies Available on Cloud Platforms

Cloud Platform
Amazon AWS

Google

Microsoft Azure

Data Storage Technology

Aurora
DocumentDB
DynamoDB
Elasticache for Redis
RDS

Redshift

S3

Timestream
BigQuery

Cloud Bigtable
Cloud Firestore
Cloud Spanner
Cloud SQL

Cache for Redis
Cosmos DB

Data Lake

SQL Database
Synapse Analytics
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Stay Cloud Platform Independent

- Design to Migrate




Watch Out For Egress Costs!

Typical Data ) Cost to move
: Cost to move 10Discounted Data Egress
Public Cloud Egress Charge 100 TB, per
TB, per month Charge (per GB) for 100 TB
f (per GB) month
Azure $0.08 $800 $0.07 $7.000
b J
AWS $0.02 $200 $0.02 $2,000
in Google Cloud
- $0.11 $1100 $0.08 $8,000
Platform
p‘v.q
$£0.0085-$0.050 dependin
Oracle Freeupto10TB free 3 - $850 to $5,000

on geography

Source: https://www.factioninc.com/blog/it-challenges/egress-charges-how-to-prevent-costs/
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Cloud Platform Fees

B Fees can have influence on data architecture

B Example:
e SnowflakeDB: pay for data usage (queries)
e Store more derived data
® Exasol: pay for environment size (queries for free)
e Work with views in stead of physical data marts

® How well can the technology exploit the cloud
platform?

® E.g. cloud is endless MPP, what about the database
server?

B Pushing processing into the cloud, close to where
data is produced

Copyright © 2025 R20/Consultancy B.V., The Netherlands 143




Part 5:
Step 5: Define Architectural Design Principles




Forget Old Architectural Design Principles

B No reporting on the production database
e Reporting and transaction workloads clash

B Physical data marts are needed to improve reporting
performance

B Data marts need a star schema design to speed up
analytical queries

B ETL is used to transform data
e Batch oriented

B When SQL databases are used
® Indexes are required to improve query performance

'Lnssumpnnus“
|AMEAD J

e Use locking for concurrency management
e Not ideal for MPP
® Need constant tuning by DBA
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Examples of Architectural Design Principles

B Centralized and active data processing specifications
New ® Searchable definitions and descriptions for technical and business users
® Lineage and impact analysis
B One universal architecture for all forms of data consumption
e Standard reporting, self-service BI, apps, data science, ...
B Data storage and access technology agnostic
e Hadoop, SQL, cubes, ...
® Abstraction
B Push the processing to the data, not the data to the processing
e Decentralized data production
® Edge analytics
® Hyper-decentralized data production and storage
B Generator-driven

Architectural

Design

Principles
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Part 5.1:
Data Processing Specifications




The Data Processing Specifications

Source
systems r Analytics & reporting

I

Data processing

specifications m— | |

. HT

H o«

Dd gnl=

5 2°

9
{ﬁ Data structure specifications (7;‘} Data cleansing specifications
{>" Integration specifications { fx } Analytical specifications
{ .’ Transformation specifications { } Visualization specifications
=)

Data security specifications Data privacy specifications
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Examples of Data Processing Specifications

Data value transformations
Data structure transformations
Aggregations

Filters

Calculations

Integrations

Technical corrections
Functional corrections
Anonymizations

Authorizations and authentications
Historizations
Metadata-related specifications
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Data Processing Specifications

Source Staging Data Data marts Analytics &
systems area warehouse reporting
alaNccal
ff‘j‘;/—\“--_
A

This is the “System”
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Where to Implement Data Processing Specifications?

Source Staging Data Data marts Analytics &
systems area warehouse reporting
- . - i_; - - '

Correct misspelled
city names

Calculate total
X ] sales per month

Integrate two customer sources
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Example: Integration and Aggregation (1)

Source Staging Data Data marts Analytics &
area warehouse reporting

—

LSS e

P

Slow processing of integration logic in reports

Complex queries in reports

No sharing of integration logic across reports and tools

Potential errors and inconsistencies in reports

Fast copying and lower data latency

Data structure of source database determines all data structures
Use of original raw data possible

What about integration errors?
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Example: Integration and Aggregation (2)

Source Staging Data Data marts Analytics &
systems area warehouse reporting

= G-
S

Fast processing of integration logic in reports

Simpler queries in reports

Sharing of integration logic across reports and tools

Potential errors and inconsistencies in ETL

Slower copying and higher data latency

Data structure of source database does not determine all data structures
Use of original raw data possible

Integration errors easier to fix

—

LSS e

— e
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Implementing the Data Processing Specifications

Source

systems Data Warehouse Analytics &

reporting

* £l * i * VirtuZTiZtion * | ."‘ = E
L—-I n - LT

Full history

Permanent surrogate keys
No cleansing

No integration

No deletes

Data warehouse becomes “data
lakish”
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Part 5.2:

Dealing with History

!
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Modeling History: Simple History for Updates

Cid City Start End

C1 London T1 T3 T1 e T3

C1 Leicester T3 Now ® > Now
C2 Paris T2 Now T2 @ > Now

® No gaps in history
B Only one value for an object on a specific datetime

B Supports following queries:
e \What is the current value — Where End = Now
e \What was the value on a specific datetime - Where date between Start and End
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Modeling History: Simple History for Updates with Gaps

Cid City Start End

C1 London T1 T3 Tl e T3

C1 Leicester T4 Now T4 e—> Now
C2 Paris T2 Now T2 @ > Now

® No gaps in history
B Only one value for an object on a specific datetime
B Supports following queries:

e \What is the current value — Where End = Now

e \What was the value on a specific datetime - Where date between Start and End -
may return no values
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Modeling History: Simple History for Updates Without Gaps

Cid City Start End
C1 London T1 T3
C1 Gap T3 T4
C1 Leicester T4 Now
C2 Paris T2 Now

® No gaps in history
B Only one value for an object on a specific datetime
B Supports following queries:

T1 e * T3

A\ 4

T2 e

e \What is the current value — Where End = Now

e \What was the value on a specific datetime - Where date between Start and End -
always returns a value; sometimes nothing

A\ 4

Now

Now
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Modeling History: Corrections

Cid City Start End

C1 Londdon T1 T3 T1 o T3

Cl  Londn T1 T4 ¢ o T4

Cl1  Llondon T1 Now & > Now
C2 Paris T2 Now T2 @ > Now

® No gaps in history
B Multiple values for an object on a specific datetime
B Supports following queries:

e \What is the current value — Where End = Now

e \What was the value on a specific datetime - Get the oldest where date between
Start and End
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Modeling History: Delayed Corrections

Cid  City Start End Changed T4 = date changed
C1 Londdon T1 T3 T4 Tle T3 -

Cl Llondon T1 Now H > Now

C2  Paris T2 Now T2 @ > Now

B Extra column required

® No gaps in history

B Multiple values for an object on a specific datetime
"

Supports following queries:
e What is the current value - Where End = Now
e \What was the value on a specific datetime - Get the oldest where date between Start and End
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Modeling History: Logging Updates and Corrections

End Changed Insertid Changeid Change id When  Where
C1 London T1 T2 Insertl Updatel Insertl Userl T1
C1 Leicester T2 Now Insert2 Insert2 User2 T2
C2 Paris T3 T4 Insert3 Update2 Insert3 Userl T3
C2 Lyon T4 T5 Insert4 Deletel Insert4 User3 T4

Updatel User2 T2

Update2 Userd T4

Deletel User5 T5

B | og table for auditing purposes
B Batch inserts, updates, and deletes
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Modeling Streaming Data: Single Values

T1, S1, Temp=50 1 T1 S1 50 50
T2, S1, Temp=52 2 T1 T2 S1 52 51
T3, 52, Temp=51 5 T2 15 S1 52 51,3
T4, S3, Temp=49 3 T3 S2 51 51
T5, S1, Temp=52; 6 T3 T5 S2 53 52
T5, S2, Temp=53 4 T4 S3 49 49

B Key is unique artificial value
B Measurement is considered as temperature since previous measurement
B Sensor data is arriving in the right order

Copyright © 2025 R20/Consultancy B.V., The Netherlands 162




Modeling Streaming Data: Multiple Values

T1, S1, Temp=50 1 T1 S1 50 50
T2, S1, Temp=52 2 T1 T2 S1 52 51
T3, 52, Temp=51 5 T2 15 S1 52 51,3
T4, S3, Temp=49 3 T3 S2 51 51
T5, S1, Temp=52; S2, Temp=53 6 T3 T5 S2 53 52
4 T4 S3 49 49

Key is unique artificial value

Stream records are flattened

Measurement is considered as temperature since previous measurement
Sensor data is arriving in the right order
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Modeling Streaming Data: Delta Values

T1, S1, Temp=50 1 T1 s1 50 50
T2, S1, Temp=+2 2 T1 T2 s1 52 51
T3, S2, Temp=51 5 T2 T5 s1 52 51,3
T4, S3, Temp=49 3 T3 S2 51 51
T5, S1, Temp=+0 6 T3 T5 S2 53 52
T5, S2, Temp=+2 4 T4 s3 49 49

B Key is unique artificial value
B Measurement is considered as change in temperature
B Sensor data is arriving in the right order
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Modeling Streaming Data: Log Data

Gd Gty San End
T1, Insert, C1, London C1 London T1 T2
T2, Update, C1, Leicester C1 Leicester T2 T5
T3, Insert, C2, Paris C1 Machester T5 Now
T4, Insert, C3, Berlin C2 Paris T3 Now
T5, Update, C1, Manchester C3 Berlin T4 T5
T5, Update, C3, Munich C3 Munich T5 Now

B Business key used
B Stream is seen as data entry

B Careful with parallel inserts; order not unimportant

® | oading with hashed keys?
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Supporting GDPR
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GDPR - The Right to be Forgotten

B Art. 17 GDPR Right to erasure (right to be forgotten)
* X % T e The rule primarily regulates erasure obligations

* o Data B According to this, personal data must be erased

b X Protection immediately where the data are no longer needed for their
original processing purpose, or the data subject has
withdrawn his consent and there is no other legal ground
for processing, the data subject has objected and there are
no overriding legitimate grounds for the processing, or
erasure is required to fulfill a statutory obligation under the
EU law or the right of the Member States.

B In addition, data must naturally be erased if the processing
itself was against the law in the first place

B A data subject should have the right to have personal data
concerning him or her rectified

*
***

* Regulation
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Requirements of GDPR

Fines up to EUR 20m or
4% of total worldwide
annual tumover

A data protection officer
has to be nominated as a
fixed role

Data breaches must be
reported without undue
delay

Processing by third
parties must be governed
by contract

Develop default privacy
protection mechanisms
and implement
monitoring processes

Much broader territorial scope

Territorial scope

Sanctions @

Data protect.

officers
EU General
Data
Protection
Notification f} Regulation
requirements (EU GDPR)
Processor @
DP by design@ ®R

and by default

Explicit
consent

Right of
access

A Right to
rectification

Right to
erasure

ight to data
portability

Stricter requirements
regarding explicit consent

Information on controller
and the stored personal
data must be provided

Incorrect data has to be
rectified

Delete data if it is no longer
required for the original
purpose

Individuals can request
copies of personal data

Source: Banking Hub, November 2017;
see https://www.bankinghub.eu/banking/finance-risk/gdpr-deep-dive-implement-right-forgotten
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Dealing with Incorrect Da
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Data Correction Strategies: Simple

Before After B Restricted to programmable
: : : cleansing operations
| Data source Data source | B Easy to implement
Londdon Londdon . ® Source doesn't benefit from
' : : cleansing
\_ J \_ J
- : M Source and data warehouse
| —) 2 inconsistent
: E correct

_ : ® No impact on organization

: Data Warehouse | Data Warehouse ] i ™ No time travel supported

London
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Data Correction Strategies: Synchronize

Data source

Before
\ Data source
Londdon
\_ J

\ Data Warehouse

N\

London
\_ Y,
! 1
Copy & Correct
correct

~

Data Warehouse )

London

Manual or automated
process?

Source benefits from
cleansing

Source and data warehouse

consistent
Impact on organization
No time travel supported
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Data Correction Strategies: Time Travel

Before After

| Data source Data source |
Londdon London

. J & J

: ] f
: R
‘ Copy Correct

"
=
=
N\ : : ~

Data Warehouse )

Londdon
Correct
London

T uEEsEsEEEEEEEEEEEEEEEEEEsEEEEEssEEEEEsEsEEEEsEEEES  CEuEEEEEEEEEEEEEEE NN N RN EEEEAEEEEENEEEEREEEEEEAEEEEEEEEEEEEREEEEEEEEE)

\ Data Warehouse

Restricted to
programmable

cleansing operations
Source benefits from

cleansing

Source and data

warehouse
consistent

Time travel
supported
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Data Correction Strategies: Manual Corrections

i |correctio

Before
\ Data source
Londdon
\_ J

\ Data Warehouse

Londdon

Manual
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After
Data source )
London
\_ J
v
Copy

~

Data Warehouse )

London

User corrections

Source benefits from
cleansing

Source and data warehouse
consistent

Impact on organization
No time travel supported
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Data Correction Strategies: Manual Corrections + Time Travel

Before

Data source

Londdon

\ Data Warehouse

London

Manual

i |correctio
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After
Data source )
London
\_ J
v
Add

~

Data Warehouse )

Londdon

London

User corrections

Source benefits from
cleansing

Source and data warehouse
consistent

Impact on organization
Time travel supported
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Part 6:
Step 6: Select a Reference Data Architecture
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Roadmap for Designing Data Architectures

10. Introduce the data architecture within the organization
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Common Challenges

B Source data must be queryable
B Developers and data consumers can't find data easily

Every insert, update, delete and query should be logged for
reconstruction purposes and transparency

Horizontal and operational lineage

CRUD interface for real-time synchronization
Centralized, reusable, versioned business logic
Proper authorization when integrating data
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Part 6.1:
The Classic Data Warehouse Architecture
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T ars : s

The Classic Data Warehouse Architecture

Source Staging Data Data marts Analytics &
systems area warehouse reporting




Yesterday: Data Warehouse and Data Consumption
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Bevelopersi I;eve]opment Stﬁes e Répoﬁype; . Consumers
Business users l
Batch and online business .
Legislators
reports
Pre-programmed, auditable,
F el governable, formally tested
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Today & Tomorrow: Data Warehouse and Data Comsumption

Developers Hevelopment Styles - Report Types ~ Consumers

Business users l
Batch and online business :
Legislators
reports
Pre-programmed, auditable, External parties I
- governable, formally tested
IT specialists

Customer-facing apps | Consumers l
Streaming analytics I Business users, machines I
Self-service, investigative l Ad-hoc reports l Business users l

Pre-programmed l

|

Simple data retrieval

Business users l

Business Users
Self-service, investigative

Ad-hoc reports

Business users I

Data mining, statistics I

Data scientists

|

Dark data analysis I

Business users and IT l
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- . L 11N |
The Classic Data Warehouse Architecture
is Like a ngld Assembly Line
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Part 6.2:
The Logical Data Warehouse Architecture
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Ted Codd — June 1970

Future users of large data banks
must be protected from having to
know how the data is organized (...)
application programs should remain
unaffected when the internal

representation of data is changed ...

Source: https://cs.uwaterloo.ca/~david/cs848s14/codd-relational.pdf
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Ted Codd on Data Independence

The 1981 ACM Turing Award Lecture

Delivered at ACM '81, Los Angeles, California, November 9, 1981

The 1981 ACM Turing Award was presented o Edgar F. Codd, an 1BM
Fellow of the San Jose Research Laboratory, by President Peter Denning on
November 9, 1981 at the ACM Annual Confercnce in Los Angeles, California.
It is the Association’s foremast award for technical contributions to the com-
puting community.

Codd was selected by the ACM General Technical Achicvement Award
Committee for his “fundamental and continuing contributions to the theory
and practice of database management systems.” The originator of the relational
model for databases, Codd has made further important contributions in the
development of relational algebra, relational calculus, and normalization of
relations.

Edgar F. Codd joined IBM in 1949 to prepare programs for the Selective
Sequence Electronic Calculator. Since then, his waork in computing has encoem-
passed logical design of computers (IBM 701 and Stretch), managing a computer
center in Canada, heading the development of one of the first operating systems
with a general multiprogramming capability, contributing to the logic of self-
reproducing automata, developing high level techniques for saftware specifica-
tion, creating and extending the relational approach to database management, and developing an English analyzing
and synthesizing subsystem for casual users of relational databases. He is also the author of Cellular Automata, an early
volurne in the ACM Monograph Series.

Codd received his B.A. and M.A. in Mathematics from Oxford University in England, and his M.Sc. and Ph.D.
in Computer and Communication Sciences from the University of Michigan. He is a Member of the National
Academy of Engineering (USA) and a Fellow of the British Computer Society.

The ACM Turing Award is presented each year in commemoration of A. M. Turing, the English mathematician

2. Motivation

The most important motivation for the research work
that resulted in the relational model was the objective of
providing a sharp and clear boundary between the logical
and physical aspects of database management (including
database deeretl, data retrieval, and data niareel:

ally simple, so that all KindS™0T users and programmers
could have a common understanding of the data, and
could therefore communicate with one another about the
database. We call this the communicability objective.

A third objective was to introduce high level language
concepts (but not specific syntax) to enable users to
express operations upon large chunks of information at
a time. This entailed providing a foundation for set-
oriented processing (i.e., the ability to express in a single
statement the processing of multiple sets of records at a
time). We call this the ser-processing objective,
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David Parnas - Information Hiding - 1972

Software Fundamentals
Collected Papers by
David L. Parnas

Foreword by Jon Bentley

Contribiutions é.5_1=
Atlee » ﬂlll'-fl:' ® Hoelin s fivetton »
Faulke = Hoffman = }
Melean = Mili = Mok~ &
v .‘1".'#!1'::‘-"!

http://www.cs.umd.edu/class/spring2003/cmsc838p/Design/criteria.pdf
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The Logical Data Warehouse Architecture (1)

Source Logical Data Warehouse Architecture Analytics &
reporting
systems e
. B0
) o =
: Q) — e p—
—~ = —
Big data = = —=
N pni il k
C e j)/—f/
=
N ......
Q
= =
— (@)
] — S
Other E
data sources ﬂ 7 |
Repository "’i
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The Logical Data Warehouse Architecture (2)

Analytics &
reporting

Source Logical Data Warehouse Architecture
systems

R o
ETL ETL
‘-” ETL

w

O
Q
Staging area Data warehouse &
P> =
N pn il E_/
(e e |~
o =
N
Q)
=
o
>

Other

data sources ﬂ 7 |

Repository

Copyright © 2025 R20/Consultancy B.V., The Netherlands 189




The Logical Data Warehouse Architecture (3)

Analytics &
reporting

Logical Data Warehouse Architecture

Source
systems

w

R o
ETL ETL
‘-” ETL

\ 4

O
Q
Staging area Data warehouse &
> -
J pn il E_/
(e e |~
o =
N
Q)
=
o
>

E3s

Other )
data sources R

Business Glossary

Repository
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The Logical Data Warehouse Architecture (4)

Analytics &
reporting

Logical Data Warehouse Architecture

Source
systems

>
O
Q
Staging area Data warehouse &
> ==
J pn il 3_/
(e e | =7
o =
Nl ==
> QU
c‘
» O
>

Other R B
data sources n =Y ‘

Master data Business Glossary Repository
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Wrap the Old Data Warehouse (1)

Production
databases

ETL

ETL

ETL

warehouse

Data marts

ETL

Existing

E3

reports

ETL

=5

Big data
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Wrap the Old Data Warehouse (2)

Production
databases

ETL

ETL

ETL

warehouse

Data marts

ETL

ETL

=5

Big data
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Wrap the Old Data Warehouse (3)

Production

Existing
databases reports

———
L
il
Staging Data _
ETL area warehouse

ETL ETL e

ETL

£ N

Big data

MQ |e21301
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Interne en externe
data-consumenten

Data
kwaliteit en gebruik

Rapportage &
( dashboards
Interne HH
bronsystemen D oas fx , Analyse
= % Data- Predefined
\_~ beveiliging & query’s
Data-abstractie G r
Externe Analyse
bronsystemen Adhoc
query’s

Bronsystemen

Data-opslag

N N B N N N RS S L ] O N N N S NN SN N BN NN B N B B Ry




(G C V- - G
Bestaande Data
. Bestanden
datawarehouse science
Bestanden
Analyse Bestanden
Trans-
formeer |—»| Datahub Data- Externe
Externe virtualisatie data
bronnen Data + data + consu-
historie metadata menten
»
Data push Query Bestanden
Master
data
AP >
Gateway | Data-on-demand
> / query
Data-on-demand / quer
/ query \ ‘




Datahub
Operationele data

L

domein

Staging data I
domein

Afgeleide data

domein
Cached data

domein

domein

Gebruikers data

domein

Metadata

domein

Externe data

domein

Monitoring data

domein

F

)
Master data I

I

|

I

I

*

Data, video,

audio, text
domein

Datavirtualisatie
server

Interne en
externe
Dataconsumenten

Bron-
systemen

Rapportage

\

Analyse




1. Data Source Layer

1.1. Source systems
with push capabilities

1.2. Source systems
with API/pull capabilities

\

1.3. Source systems
with query/pull capabilities

1.4. Source systems
with batch capabilities

2. Data Access Layer

2.5. Cloud platform

2.6. DAL data store

2.7. Derived data

2.17. Data Enrichment

domain
\[ ¢ >
2.8. Cached data domain
\ 2.9. Master data domain
™~ 2.1. Real-time loading
aif ey 2.10. Operational data
) domain ~
] 2.2. Batch loading
of new data 2.11. External data
domain
L1 /
= >

1.5. Files

2.3. Transforming
file data

2.4. Loading files

LN\ _/

2.12. Monitoring data
domain

2.13. DAL log data
domain

2.14. User data domain

2.18. Data virtualization
server

Duad gl s

%

2.19. Data security
and privacy
enforcement

2.15. Files with
original data

;

2.16. Audio,
Video, images, text

— N\

2.20. DAL Monitor

a— R

=

2.21. Data
monitor

2.22. Data usage
monitor

-

2.23. Data cost
monitor

2.24. Data quality
monitor

2.25. Data security
monitor

NN

3. Consumer layer

3.1. SQL query result

3.2. Files

| ] 3.3. APIs

3.4. Metadata

3.5. Transactional
applications




Part 6.3:
The Data Lake
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Data Science Steps

| Defining goals I
- Data selection l
. | Data understanding I
Data enrichment I
— | Data cleansing I
= - I-:v___ Data coding I
e L | Creatmg analytical model I
o | Analytics I
? - | Understanding results I
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Data Coding

oJ
s -
>
. O
v
|| .
s
el a‘ "
= 5
=
q_'_?.’ H
[ ]

B Computation

e examples: divide all monthly salaries by 1000; round all prices

Grouping continuous values
e example: all transaction between 08:00 and 10:30 will belong to group 1, all transactions
between 10:31 and 12:00 will belong to group 2

e do groups need equal sizes (with respect to ranges)?
e do groups need equal humbers of values?
Scaling

® most neural networks accept nhumeric data only in the range 0.0 to 1.0 or -1.0 to 1.0;
used for continuous values, such as salary and weight

Normalizing
e sum all elements, and divide each element by the sum
e value represents the percentage of contribution
Symbolic to numeric transformations
e example: the string "yes" becomes 1, and "no" becomes 0

Coding discrete values
e transform a column with fixed set of values (F) into F columns with yes/no values
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Common Definition of Data Lake

James Serra:

is a storage repository, usually in Hadoop,

B 4B ring, experimenting, and refining data, in addition

i ¢ —— - to archiving;data. - i,_
e

Photo: Chris Gallimore Source: http://www.jamesserra.com/archive/2015/04/what-is-a-data-lake/



The Data Lake

Photo: Chris Gallimore



Challenges of a Physical Data Lake

B Big data too big to move
® Too slow to copy and bandwidth issues

Complex “T” moved to data consumption
Company politics
Data privacy and protection regulations

Data in data lake is stored outside original security
realm

Metadata to describe data

B Some sources are hard to copy
® For example, mainframe data

B Refreshing of data lake
B Management of data lake required
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The Business Data Lake

Access Tier

Production Zone
Lagoon
Gold Tier

Refinery Zone
Silver Zone
Work Tier

g
il

' Landing Zone ' -
e Bronze Zone
' Raw Tier

D Y .
N o »
bJ ]

& ' Datasources

Photo: Chris Gallimore




A Data Lake With Multiple Zones

il & antllll @ il 37: witnniill ﬁt

' T E3 il S
Business users [@ e | [e_ 5 et
A A A N 7'y
- -
Production Zone R E
— —
Curated Zone - -
Landing Zone

Data sources
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The Logical (Virtual) Data Lake

il @ _ _— ST
® Data Scientists | == ==
Logical Data Lake ‘ ‘
Data Virtualization
N
Master Business
data glossary

Data sources
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Part 6.4:
The Data Hub
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What is a Data Hub?

B Wikepedia: A data hub is a
collection of data from
multiple sources organized for
distribution, sharing, and
often subsetting and sharing.
Generally this data distribution
is in the form of a hub and
spoke architecture
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The Data Hub (Sharing of Data)

Data stores Production application

= = - Lo

Dashboard

E——
il

stream
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Characteristics of the Data Hub

_ B The main goal of a data hub is to organize data
R efficiently, storing it in a cost-efficient manner
and expose it towards key business functions

B It excels in easy integration, and enables de-
duplication, security, quality and data
standardization

B The data hub can be leveraged to enable data
processing activities with the end use-case in
mind, and typically has governance capabilities

B Although operationally focused, it can be trusted
as an analytical data source
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Data Hub Versus the Rest Of the World

— ® Data hub versus data warehouse:. a data hub is
generally non-integrated and often at different
_' | grains

B Data hub versus operational data store: a data hub
does not need to be limited to operational data

B Data hub versus data /ake: a data lake tends to
store data in one place for availability, and
allow/require the consumer to process or add
value to the data

B Data warehouses and data lakes may be
endpoints, data hubs are not endpoints, they serve
as points of intermediation and data exchange
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Comparison of Three Data Storage Environments

#

DATA WAREHUUSE DATA LAKE DATA HUB

i e 10 - . -

F* % l O -—::: N

LR

il s
* STRUCTURED FOR ANALYTICS * (UN)JSTRUCTURED FOR DISCOVERY STRUCTURED FOR DATA PORTABILITY
« CONSUMED BY PEOPLE AS A SELF- | * CONSUMED BY DATA PROFESSIONALS CONSUMED BY PEOPLE AND APPS
SERVICE AND ALGORITHMS FOCUSED ON DATA INTEGRITY AND
*  FOCUSED ON DECISION MAKING FOCUSED ON DEEP LEARNING, Al SPEED FOR SHARING

Source: Talend; see https://www.talend.com/resources/customer-360-data-hub/
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Part 6.5:
The Data Lakehouse
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Definitions of Data Lakehouse

B DataBricks: “A data lakehouse is a [...] open data management architecture that
combines the flexibility, cost-efficiency, and scale of data lakes with the data
management and ACID transactions of data warehouses, enabling business
intelligence (BI) and machine learning (ML) on all data.”

B Striim, John Kutay: “A data lakehouse is a new, big-data storage architecture that
combines the best features of both data warehouses and data lakes. A data lakehouse
enables a single repository for all your data (structured, semi-structured, and
unstructured) while enabling best-in-class machine learning, business intelligence, and
streaming capabilities.”

B Dremio, Deepa Sankar: “A [data] lakehouse has the performance and optimization of a
data warehouse combined with the flexibility of a data lake.”

B Wikipedia: “Databricks develops and sells a cloud data platform using the marketing
term lakehouse, a portmanteau based on the terms data warehouse and data lake.”
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A Comparison of Three Data Architectures

Data Warehouse

Structured Data Structured,

Source: Databricks.com

Data Lake

Machine
Learning

Data Lake
&

@ O ¢ 5

emi-structured and Unstructured Data

Data Lakehouse

Bl Reports Data Machine
Science Learning

Metadata and
Gow ce Layer

Data Lake

I S
@ O €9 5

Structured, Semi-structured
and Unstructured Data
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Key Characteristics of a Data Lakehouse

B Two use cases: BI and data science

Data is stored once

Supports structured and unstructured data
Schema enforcement

Open file formats

Low-cost data storage

ACID compliant

Data Lakehouse

Bl Reports Data Machine

Science Learning

Structured, Semi-structured
and Unstructured Data
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The Data Warehouse Architecture in More Detail

Source
systems

Transactional
applications

Data .
warehouse Data marts Arré%lgﬂ?:g

e

Database
server

Database
server

Database
server

T SR R |

e = i X8

n = n = n »
R = n = n »
Database Database Database
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The Data Lake Architecture in More Detail

Source

systems Data lake Data science

—

Transactional
applications

(B BEe ae—ee|

-

_—

Database
servers

Database
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The Data Lakehouse Architecture in More Detail

Analytics &
Source reporting
systems _
SQL SRR Ty

engine —

Transactional
applications

Data science

Database —r—
servers SEREwES
EEEEEEE

T
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Where to Implement Data Processing Specifications?

Analytics &
Source reporting
systems _
SQ'L - . l”-_—; - l
Transactional engine —

applications

Files

Database
servers

- E L DD e

. |
<$E§ D
Be U

I —————————————————————————————
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Solution 1: All Bl via Processed Data

Files with

processed data
Source

applications

Files with

original data

Y
Jx )«

Copyright © 2025 R20/Consultancy B.V., The Netherlands

Database
servers

Analytics &
reporting

—

S

systems | St
‘ SQL I =
Transactional engine —

Data science

EEREEEe
EEREwEs
222




Solution 2: Some Bl via Processed Data

Files with
processed data Analytics &
Source reporting
systems
[E]Ejl_ SQL ——
Transactional - engine ——
applications
- Files W|th Data science
Database original data —
servers EEREEET

-

% Spark ﬁ
Sx )<
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Solution 3: Both Use Cases via Processed Data

Files with _
Source processed data Analytics &

systems

reporting

engine ——

Transactional
applications

Files with

original data

Y
Jx )«
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High-Level Comparison of Three Architectures

Characteristic

Type of data

Use cases

Schema enforcement
Open file format
Low-cost data storage
ACID-compliant

Near real-time data
Non-siloed

Data copies minimal
Anonymization
Auditable
Performance optimized for B

Performance optimized for data science

Data Warehouse
Structured

BI, reporting, dashboarding
Yes

No

No

Yes

No

No

No

Yes

Yes

Yes

No

Data lake

Structured and unstructured
Experimental, investigative
Optional

Yes

Yes

No

Yes

No

No

Depends

Depends

No

Yes

Data Lakehouse

Structured and unstructured

Both
Optional
Yes
Yes
Yes
Yes
Yes
Yes
Depends
Depends
?

Yes

Source: Various articles in the Internet
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Part 6.6:
The Data Fabric
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What is the Data Fabric?

B Gartner: A data fabric is generally a custom-
made design that provides reusable data
services, pipelines, semantic tiers or APIs via
combination of data integration approaches in
an orchestrated fashion.

Gartner: Data fabric enables frictionless access
and sharing of data in a distributed data
environment. It enables a sing/e and consistent
data management framework, which allows
seamless data access and processing by design
across otherwise siloed storage.

Photo: Clint Adair
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The Data Fabric

Production Analytics
application & reporting Internal portal Mobile App Website Dashboard
| [ [EFE==

S |

Data Fabric

Production Data Finance Master . . Message External
I database | I Data lake | |warehouse| l system | | data ' ISouaImedlal l stream l l data l
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The Services of a Data Fabric

Production Analytics
application & reporting Internal portal Mobile App Website Dashboard
| [l ® — S

1

Data Fabric

Production Data Finance Master . . Message External
l database ' l Data [ake | |warehouse| | system l | data ' lSouaI mednal l stream l I data l
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Data Fabrics and Data Processing Specifications

Data fabric

Source

Data

DD DD —

>-) (EE 2N =A
@ETE
o =

This is the “System”

I —————————————————————————————
Copyright © 2025 R20/Consultancy B.V., The Netherlands 230




The Components of Services

Service
a4 N\
Interface
\_ _J
( )
Logic = body
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® The interface component is responsible
for handling incoming parameters and
outgoing results

B The logic of the service form the body

B The body deals with data processing
specifications

B Abstraction layer to make it independent
of changes to the IT systems
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A Data Fabric Consists of Different Types of Services

All services

Data consumer-facing services Common services

1

‘ Transactional servicesl Analytical services ‘ Connecting services l | Endpoint services |
Predefined Ad-hoc
Analytical service Analytical service
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12 Capabilities for Frictionless Data Access

Service

Interface

Logic = body

Data preparation, such as transformations, calculations,
aggregations, filters, joins, ...

Adaptable logic

High performance

Data access by many data consumption forms
Access to all the data sources

Processing of all types of data

Data security and privacy

Real-time data access

Read and write data access

Data minimization

Event processing

Technical and business metadata management
Master and reference data management
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Record-Oriented or Set-Oriented Interface?

Record-oriented Record-oriented Set-oriented Set-oriented
application application application application
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Set-oriented
application

Set-oriented
service

-
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Developing Data Fabric Services with Data Virtualization

#Service #Service #Service #Service #Service
interface interface interface interface interface
\ o
\ Q)
. —
Data consumption ﬁ Q
layer <.
-
~+
C
Q
Enterprise data =
Q)
layer =
7 @)
>
Data source Eé —
layer Y -
@e ﬁe = n —— 3 Business glossary

Master data
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The Data Fabric

Production Analytics

application & reporting Internal portal Mobile App Website Dashboard

il & S E d)

=== e — — =
Data Fabric Data virtualization

#Service #Service #Service #Service
interface interface interface interface

Production Data Finance Master 3 z Message External
| database l I Data lake l |warehouse| l system l | data ' ISoaaImedlaI l stream l I data l
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Developing Data Fabric Services with Data Virtualization

Service #Bervice
Service mterfac inlerface

erVI"t':e -

interface

erv‘ice ervicé

[interface interface

\

U

SPU rce abstractioh

l
—
Data consumption \ e Q
layer <
=
—
Service Body =
Enterprise data =3
layer Q_r_J’_
\. )
( =
Data source E % % ‘
1

é Business glossary

Master data
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Remarks on Data Fabric

B Poorly defined concept

I T T B Metadata is required
DataFabric gy @D B Master data needed to integrate data
@ D @ P correctly

B A data fabric may contain a data

L] |L| L” T ) warehouse, data lake, or data hub

B Dedicated tool market is small, e.qg.
Cinchy

B Data fabric must support transactional
and analytical workloads

I —————————————————————————————
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Data Fabric # Micro-Services Architecture

Application 1

Application 2 If Orchestrator
[

Application 3
- Service 1
Application n -

A

q
ﬁ
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Part 6.7:
The Data Mesh
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What is a Data Mesh?

Introduced by Zhamak Dehghani:

“Data platforms based on the data lake architecture have
common failure modes that lead to unfulfilled promises at
scale.

B To address these failure modes we need to shift from the
centralized paradigm of a lake, or its predecessor data
warehouse.

® We need to shift to a paradigm that draws from modern
distributed architecture: considering domains as the first
class concern, applying platform thinking to create self-
serve data infrastructure, and treating data as a product.”
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Single-Domain Data Consumers

Data Delivery System
with a Centralized

Data
Source systems Data Architecture

consumers
|||l||||l|-|_| ~ <]
®

"N U R

a2
@
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Data Engineers for Transactional Applications

Transactional
application

® They are single-domain experts

B They focus only on data requirements of
transactional applications
® Not on other forms of data consumption, such as BI

B They do not make the data easily consumable
® They implement all the business rules

B They know about all the exceptions

® They know when changes are implemented
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Data Engineers for Data Delivery Systems

B They need to understand the data of all the domains

||_|l|_llll|_|__| E ® Hyper-domain experts
B They need to transform the data into consumable
data
: B They need to work with data not designed to be
Data Delivery _
integrated

system

B They need to understand all the business rules that
need to be applied
e Complex ETL processes

B They need to understand the data requirements of
the data consumers

B They need to deal with SLAs of the data consumers
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The Wall between Two Groups of Data Engineers

Different groups of data engineers
Different tool sets
Different responsibilities

Changes of data or data structures not
always communicated

B Who owns the data and who is responsible for

data quality?
Data Engineers for ® How to implement “the right to be
Data Delivery B
Systems forgotten/corrected”?

Data Engineers for
Transactional
Applications

I —————————————————————————————
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Interfaces of Transactional Applications

B Most are not developed to offer an
interface

B Interfaces that do exist, are commonly
developed for record-oriented access

B Direct database access complex or not
always allowed

B Rarely support for historic data

B Risky to bypass multi-tenant systems
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Current Centralized, Monolithic Data Architectures

e e

Data producers a
Ingest

Process

Domain
specialists
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~

Data consumers

(5 S

/ 1\

Hyper-domain specialists

Domain
specialists
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Traditional Centralized, Monolithic Architectures

Decentralized
source systems

Monolithic,
centralized
data store

L

=

Decentralized
data consumers

il b_‘

Large and complex monolithic solutions

Single-domain versus multi-domain
experts

® Application developers = single-domain
experts

e Data engineers = multi-domain experts
® Data consumers = single-domain experts

Data engineers need to understand all the
business logic

Who owns the data in the central
database?

Storage of redundant data
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A Domain-Oriented Architecture

Domain

ﬁﬁ Analytics i

Domain Team

Al
— &% Operational ingest ) Andlytical publish Data use /
El Data "l ©&Q Dpata 17 Product 7 S
Domain
vata VA NO77777 e A
L~ Product

datamesh-architecture.com
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Potential Data Products

Data as file

Service

) o Lo :

— (T E—r people”: [
[ [ = - {
A i
Lehr "friends": [
= $16,526,625 i " /pecple/a/",
Rignt " /people/3/"
Len
Left 1.
K uuernme' : "steveluscher
ighs "email®s tevalul hergfb. con”
iy “last_name": "Luscher”
Right "id": "1,
:::wl “first_name": "Steven"
L 3
Rigr {
4l : = "friends": [
by $2,458,800 "/people/1/",
i pered . . " /people/4/"
A 1.
[ ~ e
gl " "username": "aholovaty",
Len $5UI0078 | e $2432T37 | St “email®: "a.holovaty@django.com®,
e : “last_name": "Holovaty",

Embeddable KPI

Sales Orders Open

SalesP..
® John ..
® Perer.

Item Sales Shares

INNSBRUCK Stora. T} cle

|

Stream of Data
1@911@11 1p
o1l
" 01 001600606
s \,@ @1 o 10000101179 P
11@\’ @‘&1% m@@@ 1101100161 01 3
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The Periphery of a Domain

Data Mesh Architecture

Federated Governance

8.8 iteroperdbii |2 Pocumentation Security v | Compliance
g's Pohc.;Pe.r " @[-: goﬂcy E Poicy &) zrou:fy Eh@ Palicy i
Guid
Domain
PavA
1Y) Arbycs % AR Consitng
‘:; Domain Team
g} Examples
= -ational ingest > 3 publish Data use 7
E& ey @1 s D product  [CTTTT Doman
Z ‘1% Best
gl : ]{b‘ Practices
Data use E
B erodictl] NG
Data Flow i
> Enabling Tt
e 7
2’ stor and f:j.? 7] Access i L @ Policy
o‘@u GW?BWE t& Catalog |F Management @ Monitoring é Automation

Self-serve Data Platform Data PlatForm Team

datomesh-architecturecom
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What is Ingest?

— &3 Operational

EJ Data

ingest

Domain

v

5[] Analytics

B Potential technologies:

ETL

Data replication (Change Data Capture)
ESB (Enterprise Service Bus)
Messaging

Database triggers

Data virtualization

® Involves data processing specifications

Transforming data values and structure
Masking

Cleansing

Calculations
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Storing Analytical Data

B One database-solution per domain
i e Multiple databases for different use

Domain

) Arclytics cases

allo

| G B Different architectural solutions
= A,:.M. piisn | <, Data _ e Data warehouse

2 o fredet e Data warehouse + data marts

e Data lake

e Data lakehouse

e Data hub

® Translytical database
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The Mesh Itself

consumer-aligned
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i
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The Domain Team’s Journey

No data analytics

Doman

—i% Operaticnal
Data

=

Analyze Cross-domain data

Domain

b

Eh o™=

Data |,
L2 Produc
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Operational database queries

Doman

Data e
L Product

Analyze own data

H

-ational ngest

Domain

Doman

R Operational ingest

publish Data

) Product
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The Foundation: Data Infrastructure as a Platform

3 aretng et ety

; ([ RE]

g Bt Bl [} (o]
=

Scalable polyglot big data storage

Encryption for data at rest and in motion

Data product versioning

Data product schema

Data product de-identification

Unified data access control and logging

Data pipeline implementation and orchestration
Data product discovery, catalog registration and
publishing

Data governance and standardization

Data product lineage

Data product monitoring/alerting/log

Data product quality metrics (collection and sharing)
In memory data caching

Federated identity management

Compute and data locality
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Data Mesh Challenges

} Mariachng 7"‘_:;'",",‘1‘ cupprt.

i = ] il
ku'-w_nﬂ.;’: g m-

g- ; Ié:,d ol ,@;-:\m ;

CET Ny AW =T e

; e

Massive organizational change for IT
Standardization of interfaces required

How clear are BI requirements when new
transactional applications are developed?
Development of transactional applications more
complex
What about transactional applications that are
bought?

e Do they need to be wrapped?
What about multi-domain transactional applications?

Distribution of knowledge of data delivery
technologies
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Part 6.8:
Embedding Data Science Models in
Data Architectures
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Development Steps for Data Science

| Defining goals I

L Data selection I

- | Data understanding I

Data enrichment I

— | Data cleansing I

Data coding/binning/bucketing I

- | Creatmg analytical model l

Analytics I

|—> | Interpreting & understanding results I
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Operationalization of Data Science Models

Support manual
decision making

Data science
exercise

Implement data
science models

—
—

Design & Development Implementation
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Operationalization of Data Science Models

Type of Decision Example

Singular manual decision What will be the impact on total sales of acquiring
company X?

Repeatable manual decision Does a specific location have the right

characteristics for opening a new shop?

Partial automated decision In a call center: What is the churn risk for a
customer? What should we offer?

Full automated decision without automated When credit card payment is dubious, send
reaction message to operator
Full automated decision with automated reaction When sensor indicates the component is heating up

too fast, switch off machine
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Requirements for a Supporting Data Architecture

B Versioning of data science models
® Immutable models
B Auditable data science models
® Reproducible data for reproducible models
® Transparency of models
B Different codings must be easy and quick to apply
B Self-learning models or not?
B Delivering metadata
® Descriptions, definitions, tags, relationships, searchable
B Fast evaluation of models
® Max time to execute model, SLAs
® And many more ...
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Architectural Aspects (1)

Reporting

Dashboard «

Reporting

Dashboard

Reporting

Dashboard «

36,752 36,752 36,752

| DS model

Data External data Data Temporary history
Lookup
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Architectural Aspects (2)

Reporting

Dashboard «

B8.457 52,160 15,823
- puiny oo

Reporting

Dashboard

8,457 52,160 15,823
i i —

AA A 4
y % /A /’
| \ /y
7 N\
\

Memory

T

DS model

DS model

Batch - offline

Data Data
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Architectural Aspects (3)

Real-time Reporting ReaI -time Reportmg
1@ 0 |® - -
o :l:::l‘:::‘_._’...:\.‘.}‘:! r‘-l:.‘;;_‘v\/_'__ .-::'L.\/"'-
|

Operator Operator

- DS Model - DS Model

Operator|  D3ta-memory Operator

| Stream Producer l Stream Producer
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Example of a Data Architecture

Streaming
data

Datascience
model engine
JSx
et Bl
virtualization

Data-
scientists

Source
systems
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Part 6.9:
Netflixing Your Data
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From Video-by-Sneakers to Video-on-Demand

Popular on Netflix

-2 |ORANGE e, 9 [V

&BLACK| ~— "M%

Copyright © 2025 R20/Consultancy B.V., The Netherlands 268




From Music-by-Sneakers to Music-on-Demand

269
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From Message-by-Pigeon to Message-on-Demand

I —————————————————————————————
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Video-on-Demand
~ Music-on-Demand

- i

* »g Message-on-Demand

Data-on-Demand ?




Replace Derived Data by Original Data (1)

Source system

Data
consumer

Data-on- Data
demand consumer

I —————————————————————————————
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Replace Derived Data by Original Data (2)

Source Staging Data _
systems area warehouse Data marts Reporting
Ty
_ Data warehouse
Source Staging with analytical _
systems area SQL database Reporting
gisEs Fuws
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Replace Derived Data by Original Data (3)

Source Staging Data .
systems area warehouse Data marts Reporting
ETL e
Source systems with
Translytical Database Reporting
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Replace Derived Data by Original Data (4)

Source Staging Data _
systems area warehouse Data marts Reporting
Source systems with
Translytical Database Reporting
virtualization SH.u--.u
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Replace File Transfer by Data-on-Demand

Application 1

1 - Application 2

Data
virtualization

ata
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Global Data Architecture Based on Data Minimization

Data Supplier 1

Data Supplier 2

Data
virtualization
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Data
virtualization

N S

utlll &

Data
Consumers
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Global Data Architecture Based on Data Minimization

Sources

Company Data Company Data Company Data
5 Consumers 5 Consumers 5 Consumers
g’j il & ; %:' unnlll & %:T unnlll &
- DV —_— - DV _— - DV —
Compan Data ompany Data
Consumers Sources Consumers
T - ol &
DV ® DV ®
= ==
il & il - ol &
DV e [ = DV ®
Data Data Consumers Data
Sources Consumers Sources Consumers
External Private person External
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Part 6.10:
The Delta Architecture Under Development
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Huidige situatie: Data-uitwisseling tussen bronsystemen

Veel tussentijdse
i kopieén

...................................................

.............................................................

............................................................

Beheer en onderhoud van e
i veel koppelingen H
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Huidige situatie: Data-uitwisseling tussen bron- en compensatiesystemen

= _
\ =
wal \ '
\ B
e \ :
=z \
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Inkapselen en uitbreiden van bronsystemen

i Schil met extra
i functionaliteit

: Module met extra
i functionaliteit

...........................................

..........................................

N

..........................................................

...........................................................
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Inzoomen op een ingekapseld bronsysteem

i Bronsystemen
i roepen elkaar ;
i direct aan

i Modules bieden

) L toegang tot data voor
__» - aIIerIe.l
i gebruikersvormen
i Modules roepen
! elkaar aan
—
» —

-------

i Minder noodzaak voor

gElgen data-opslag van : i compensatiesystemen i
H module : A rarrsrEEEEEEEEsEsE s ssssassiEEEaEEEEEEEEREREEEE
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Voorbeelden van nieuwe modules

B Data-opvraag
® Opvragen van verzamelingen van business-objecten
® Tijdreizen
® Conform het Enterprise datamodel
® CRUD
® Bewerken en opvragen van individuele business-objecten
® Conform het Enterprise datamodel
B Business logica
e Bijvoorbeeld: complexe berekeningen, controles en beslissingen
B Databeveiliging
B Datakwaliteit
e Actief en passief
® Logging
® Benaderbaar voor analyses
B Metadata
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Vermindering duplicatie van functionaliteit

]

i Vermindering van
i duplicatie van
{ functionaliteit

My

&

<
il

/.mu
ad

4
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Gebruik van algemene voorzieningen

i Gerenoveerd
bronsysteem waarbij
i modules niet gedeeld
i worden met andere
modules

wett
----
-----

Gerenoveerd

i bronsysteem waarbij
i modules gedeeld
worden

Gedeelde modules;
i sommigen met eigen
i (centrale) data-opslag
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i Aanroep van een
i gedeelde module
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Overall architectuur voor integratie

I —————————————————————————————
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Part 7.
Steps 7-8: Desigh the New Data Architecture,
Determine the Implementation Approach




What is a Data Track?

B A gata track indicates how data “flows” from data producers to
data consumers, and specifies the data processing specifications to
be applied and by which module.

B Multiple data consumers can share one data track.
B Data tracks may merge and split.

SEaaSPS IS

LI

I —————————————————————————————
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A Data Track Diagram

Data
producer

| Data processing

specifications

Processing operations
Integration,
Aggregation,
Cleansing,
Security

Technology

Anything

Data
consumer
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Data Track Example: Standard Online Reporting (1)

Transactional  Data processing Online
system specifications Reports

Processing operations
Integration, Aggregation,
Filtering, Verify & cleansing,
Tracking history, High
performance, Security,

1 Day data latency
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Data Track Example: Standard Online Reporting (2)

Transactional
system

Processing operations
Cleansing,
Security

Technology

Java

Change data
capture

Processing operations

Real-time copying

Technology

Data replication

Processing operations

Tracking history

Technology

Oracle /
Amazon S3
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Processing operations
Verification,
Integration,
Aggregation,

Filtering, Every
night

Technology

Talend

Data mart

Processing operations

Query execution,
Security

Technology

GPU database

Online
reporting

Processing operations

Visualize

Technology

Tableau
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Data Track Example: Standard Online Reporting (3)

Data Online
virtualization reporting

Data candy
store

Transactional Change data
system capture

Processing operations Processing operations Processing operations Processing operations Processing operations
Cleansing, Real-time copying Tracking history Verification, Visualize
Security Integration,
Aggregation,

Filtering, Query

Technology Technology Technology execution, Technology

Java Data replication Oracle / SIS Tableau

Amazon S3 Technology

Denodo, Tibco DV
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Data Track Example: Streaming Real-time Dashboard (1)

Transactional  Data processing Online
system specifications Reports

Processing operations
Aggregation by time (1 sec),
Filtering out outliers, Correct

ordering of messages,
1 Second data latency
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Data Track Example: Streaming Real-time Dashboard (2)

Streaming Realtime
Sensor Streamer :
analysis dashboard

Processing operations
Cleansing,
Security

Technology

Sensor

Processing operations
Filtering out
outliers,
Correct ordering

Technology

Kafka
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Processing operations
Filtering,
Aggregation by
time (1 sec),
Microbatching

Technology

Spark, R

Processing operations
Real-time
visualization

Technology

PowerBI
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Data Track Example: Streaming Real-time Dashboard (3)

Sensor

Processing operations

Cleansing,
Security

Technology

Sensor

Streamer

Processing operations
Filtering out
outliers,
Correct ordering

Technology

Kafka
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Data hub

Processing operations

Tracking history

Technology

SingleStore

Streaming
analysis

Processing operations
Filtering,
Aggregation by
time (1 sec),
Microbatching

Technology

Spark, R

Realtime
dashboard

/

Processing operations

Real-time
visualization

Technology

PowerBI
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Data Track Example: Integrated Online Reporting (1)

(
Transactional Data processing Online
system 1 specifications Reports
(
Transactional
system 2
(" Processing operations
External Integration, Aggregation,
data source Filtering, Tracking history, High

performance, Security,
Anonymization, Complex
calculations,
Max 1 hour data latency
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Data Track Example: Integrated Online Reporting (2)

£
Transactional

L system 1

-
Transactional

L system 2

£
External data

L source

Real-time
copying

Real-time
copying

Real-time
copying

S

Data hub

Data

warehouse

Online
reporting

/

Processing operations Processing operations Processing operations Processing operations Processing operations Processing operations

Security

Technology

Legacy

Real-time copying

Technology

Enterprise service
bus

Tracking history

Technology

Oracle /
Amazon S3

Integration,
Aggregation,
Filtering, Every 1
hour

Technology

Talend

Query execution,
Security,
Anonymization,
Calculations

Technology

Analytical SQL

Visualize

Technology

QlikSense

Copyright © 2025 R20/Consultancy B.V., The Netherlands

298




Data Track Example: Metadata Delivery (1)

| Data processing
specifications

Processing operations
Definitions and descriptions,
taxonomies,
Metadata tagging,
Scraping,
Metadata integration,
Metadata lineage,
Search,
Annotations

Metadata
consumer
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Data Track Example: Metadata Delivery (2)

G N
Metadata
Some system Metadata Metadata
SHerE| Vel management
B consumer
system
( g
Manual input
. J
Processing operations Processing operations
Definitions and Metadata Metadata storage, Search, Lineage
descriptions, scraping, Metadata lineage visualization,
taxonomies, Metadata Annotations
tagging integration
Technology Technology Technology Technology
SQLdep, ASG
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What’s in a Name? (1)

Data Data
producer

Data
producer

Copying Data lake Copying

warehouse

Processing operations Processing operations

No transformations, Transformations to 3NF/DV,
No aggregations, Aggregations,
No cleansing, Cleansing,
No integration, Integration,
No calculations Calculations
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What’s in a Name? (2)

Data . Data
Copying

Data
producer

Copying Data mart

producer lakehouse

Processing operations Processing operations

Some transformations, Transformations to star schema or
Some aggregations, flat, Filtering,
Some cleansing, Aggregations,
Some integration, Calculations
No calculations
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What’s in a Name? (3)

Data
producer

Data
producer

Copying Copying Your own

Processing operations Processing operations

?7??
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High-Level View of the Tracks

-~

i
—

EEE
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Recommendations for Designing Data Tracks

B Design them “backwards” (from consumer
to producer)

B Identify data processing specifications first,
before assigning of the specs to modules

B One data track can support many
comparable data consumers

B Define data track patterns!
® Architectural design principle?

B Don't solve specific problems

I —————————————————————————————
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Some More Guidelines for Data Architectures

L O N A WNRE

e e
w N = O

Treasure your data processing specifications

Centralize implementation of data processing specifications
Centralize technical and business metadata

Implement abstraction / decoupling

Make plug and play of technology possible

Store all data

Minimize stored data redundancy - compute over store
Choose productivity over performance

Minimize design exceptions

. Implement cross checks

. Don’t send data, let them get it

. Source systems responsible for data quality
. Deploy a holistic design approach
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Determine the Intermediate Diagrams

Data Governance 4 i

@ OO Data I Cat
@)%gj@ odels ﬂ -

-ayer “Facts” Business Layer
ersistent) “Truth” (Virtual)

E% I saL
E%iféﬁ_,ﬁ_
2 B |||

5ler

Streaming (Volatile) 22

B The current data architecture diagram

B The new data architecture diagram
® The dream
e Will never be reached

B The intermediate data architectures
® The path from current to new

® Make the steps as small as possible
® Preferred: Each step leads to business value

® Think big, act small
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Part 8:
Steps 9-10: Final Steps
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Roadmap for Designing Data Architectures

10. Introduce the data architecture within the organization
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Part 8.1:
Step 9: Select New Products and Technologies




Developing the Request for Information

B Get access to in-depth technological know-how
® To ask the right questions

B Use distinguishing questions
B Weighs of requirements - explain why
B Closed questions — easier for comparisons

B Deliver sufficient info to let vendor provide details
for pricing and products

B Are extra modules/versions required?
B Remember the new requirements!

Photo: Brett Jordan

I —————————————————————————————
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Product and Vendor Evaluation (1)

B Evaluation of products
® Features, performance, costs, market share
B |Local support and partners
® EXxperience?
B Extra software required
® Master data management for complex integration
e Data cleansing
e Database server for reference tables and caches
e Data security
® Special connectors/drivers

Photo: Clay Banks
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Product and Vendor Evaluation (2)

B Products need to “fit” the architecture

B The intended use cases of the
products must match use cases of
organization

® Do you need the best tool?
® Remember Betamax and quadrophonic records

B One-stop shopping or best-of-breed?
® Minimize number of vendors
® Never independent of zero vendors

Photo: Clay Banks
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Product and Vendor Evaluation (3)

B Standardize for back-end tools
® If use cases allow
® Not one BI tool for all forms of data consumption

B Open Source software
® Open source # Non-proprietary software
e Standards = Non-proprietary software
e Study how active the development group is
e What if open source vendor goes commercial?
e MySQL, Revolutionary Analytics (R), ...

Photo: Clay Banks
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The Proof of Concept/Pilot

B The PoC must be representative of the new system

e Data: size, characteristics (value distribution, uniqueness),
anonymized data?

e Applications and reports must have a representative complexity
B Performance

® Multi-user tests

e Experts required

B Tough SLAs must be tested!
e Can be expensive

B Invite vendors to install and optimize software themselves

B Select ICT personnel for PoC

® Developers who enjoy working with new technology and are
willing to stay over the weekend

Photo: Haupes, Co
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Part 8.2:
Step 10: Introduce the Data Architecture
Within the Organization
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Introduction Within the Organization (1)

B Three approaches for introduction
; ® \/ia business
e Ee e E . e Via IT bottom up (Trojan horse)

""""""" ® Via IT top down
B Identify resistance
® DBA, source owners, ...

B Educational/missionary program for everyone
® From programmers to C-level management
® De-mystify
e Refute the mythical performance problem
® Sell the new data architecture
® Find a champion
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Introduction Within the Organization (2)

B Impact of new data architecture on organization

o W B e ® New roles and new responsibilities, examples
D e D Qs e New roles related to data stewardship
{ - [ F """""" e Ownership of data
Sl e Data science models to support business users

cooperating
e New BI tools
® Training
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Time to Start!

New data architectures are required

Focus on data processing specifications, before
drawing the storage “boxes”

B Architects must be familiar with the strengths,
weaknesses, and use cases of data storage and
processing technologies

e Without this knowledge:
e Unnecessarily complex architecture
EOSEN. e Incorrect use of technology
e Not able to use the full power of a technology

B Design guidelines impact architecture
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From a Linear to a Holistic Approach

I ——————————————————
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